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Abstract—This paper presents a dependable cache memory for 
which associativity can be reconfigured dynamically. The 
proposed associativity-reconfigurable cache consists of pairs of 
cache ways. Each pair has two modes: the normal mode and the 
dependable mode. The proposed cache can dynamically enhance 
its reliability in the dependable mode, thereby trading off its 
performance. The reliability of the proposed cache can be scaled 
by reconfiguring its associativity. Moreover, the configuration 
can be chosen based upon current operating conditions. Our 
chip measurement results show that the proposed dependable 
cache possesses the scalable characteristic of reliability. 
Moreover, it can decrease the minimum operating voltage by 
115 mV. The cycle accurate simulation shows that designing the 
L1, L2 caches using the proposed scheme results in 4.93% IPC 
loss on average. Area estimation results show that the proposed 
cache adds area overhead of 1.91% and 5.57% in 32-KB and 
256-KB caches, respectively. 

I. INTRODUCTION 

Feature sizes in transistors continue to shrink along with 
the advance of process technology, achieving higher density 
and lower cost. Technology scaling, however, increases 
variations in different device parameters and creates a 
considerable spread in a transistor threshold voltage, mainly 
because of random dopant fluctuation (RDF), which has 
deviation that is inversely proportional to the square of a 
channel area [1]. Such variations strongly impact functionality 
and reliability in deep sub-micro process technology [2].  

This situation yields severe problems, particularly in 
SRAM, because minimum-sized transistors are used in its 
design. Device mismatching between transistors in SRAM 
caused by the process variations make the memory cell 
unreliable, which results in cell failures (read failure, write 
failure, and access time failure) [3]. In addition, the minimum 
operating voltage (Vmin) tends to increase according to 
technology scaling [1]: a low Vmin decreases read/write 
margins in SRAM and reliability deterioration arises. To make 
matters worse, SRAMs occupy a substantial fraction of the 
total die area and a transistor count in processors [4]. 
Consequently, a large SRAM block such as an L1 (Level-1) 
cache or a last level cache (LLC) determines the Vmin of the 
whole processor. 

Several studies of low voltage cache technique have been 
reported [5-6]. However, the low-voltage cache proposed in 
[5] has only two operating modes: a high-voltage mode and a 
low-voltage mode. The architecture proposed in [6] 
necessitates additional circuitry or large spare SRAM blocks.  

As described in this paper, we propose an associativity-
reconfigurable cache using 7T/14T SRAM for low-voltage 

operation. Our proposed cache can trade off its associativity 
(the number of cache ways) with low-voltage reliability. The 
N-way set associative cache can be reconfigured dynamically; 
its associativity can thereby be halved (from N/2 to N) with the 
7T/14T SRAM. This reconfigurability provides scalable 
reliability and makes it possible to leverage optimal cache 
configuration in dynamic voltage scaling (DVS). 

II. 7T/14T DEPENDABLE SRAM 

We have proposed the 7-Transistor/14-Transistor (7T/14T) 
dependable SRAM [7]. Figure 1 shows a structure of 7T/14T 
dependable SRAM: two pMOS transistors (M20 and M21) are 
added to internal nodes (N00 and N10, N01 and N11) in a pair 
of the conventional 6-Transistor (6T) memory cells. The 
structure thereby achieves a dependable mode that features 
margin enhancements by combining two memory cells, 
especially in a low-voltage region.  
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Figure 1.  Schemetic of SRAM cell pairs.  
(a) Conventional 6T SRAM and (b) 7T/14T Dependable SRAM. 

The 7T/14T memory cells have two modes, as shown in 
Table I. 

● Normal mode (7T): Additional transistors are turned 
off (CL = “H”); the 7T cell acts as a conventional 6T 
cell. 

● Dependable mode (14T): Additional transistors are 
turned on (CL = “L”); the internal nodes are shared 
by the memory cell pair. During write operation, both 
WL0 and WL1 are driven. In the read operation, on 
the other hand, either WL0 or WL1 is asserted, which 
ensures stable operations. 

In the normal mode, a one-bit datum is stored in one 
memory cell, which is more area-efficient. In the dependable 
read mode, only one wordline is asserted to gain a large β ratio 
(a ratio of two driver transistors’ total size to one access 
transistor size). A memory cell with no static noise margin [8] 
is recovered by the other memory cell through the two 
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connecting pMOS transistors. In the dependable write mode, a 
datum is written into a pair of memory cells by asserting both 
wordlines, which averages and mitigates the write margin 
degradation. In addition, the dependable mode has better soft-
error tolerance because its internal node has more capacitance 
[9]. 
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TABLE I.  TWO MODES IN THE 7T/14T DEPENDABLE SRAM 

Mode 
# of memory cells 
comprising 1 bit 

# of WL drivers CL 

Normal 1 (7T/bit) 1 Off (“H”) 
Dependable 

(write) 
2 (14T/bit) 2 On (“L”) 

Dependable 
(read) 

2 (14T/bit) 1 On (“L”) 

 
The dependable mode and normal mode can be switched 

according to the operating voltage, power limit, and required 
reliability in an application. If the 7T/14T SRAM has 
sufficient operation margins, for instance, then the recovery 
feature of 7T/14T SRAM can be disabled when it operates at 
high voltage by negating the two connecting pMOS transistors. 
In the dependable mode, a one-bit datum is stored in two 
memory cells, although the quality of the information differs 
from that of the normal mode. We designate this concept as 
‘quality of a bit (QoB)’, in which the operating voltage, power, 
and bit error rate (BER) are controlled as attributes of one-bit 
information [7]. The information quality is scalable in the 
7T/14T memory cell. 

III. PROPOSED CACHE ARCHITECTURE 

In this section, we describe the proposed associativity-
reconfigurable scheme. The N-way set associative cache using 
the proposed 7T/14T SRAM can change its associativity 
dynamically between N/2 and N. Figures 2 and 3 depict the 
organization of the proposed cache; adjacent two ways 
compose a pair of odd-even ways. These pairs of two ways 
enable application of the 7T/14T SRAM-dependent feature to 
the cache design. If there is no need to leverage the enhanced 
reliability of the dependable mode (for instance, when the 
operating voltage margin is sufficient to operate properly or 
application software requires large cache capacity for high 
performance rather than improved reliability), two ways in a 
pair operate separately in the normal mode, as shown in 
Figure 2. Figure 3 portrays the case of the dependable mode; 
odd-even ways in a pair are logically bound together. 
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Figure 2.  Organization of the associativity-reconfigurable cache. All pairs 

of  odd-even ways operate in the normal mode using 7T SRAM. 
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Figure 3.  Organization of the associativity-reconfigurable cache. Pair 0 

operates in the dependable mode using 14T SRAM. 
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Figure 4 illustrates detailed views f the dependable cach
ways interleaving odd-even cache lines. Because 

um in the dependable way is made up of a pair of memory 
cells, the capacity is halved and the associativity is decreased 
by one in a pair of ways, but improved reliability is obtainable. 
If the operation margins are sufficient or if high performance 
is a critical issue, each pair of ways might be detached and be 
operated respectively as described above. 
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Figure 4.  Composition of  a dependable cache way in the dependable mode: 
(a) physical and ( ical allocations. 
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(CL
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Configuration of the proposed cache can be determined 
arily by enabling or negating correspondin

s in Figure 1); which pair of two ways and how many 
pairs to be applied can be parameterized. It is necessary to 
write back dirty cache lines to the next level cache or main 
memory before entering the dependable mode: dirty odd lines 
in the even way of the pair, and dirty even lines in the odd way. 
In this way, the proposed cache scheme can dynamically 
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change its associativity, and obtain adaptive reliability. 
Appropriate associativity can be chosen by applying the 
dependable mode to some pairs of ways selectively, and 
therefore optimal reliability is obtainable. 

In order to implement the proposed cache, it is necessary 
to use decoders as shown in Figure 5; these are one n-to-2n 
decoder and one n−1-to-2n−1 decoder (where n is a bit width of 
the cache index). In the normal mode, the upper n-to-2n 
decoder is activated and it drives each cache way 
independently. On the other hand, in the dependable mode, the 
n−1-to-2n−1 decoder is asserted in the dependable mode; a pair 
of odd-even ways comprises one dependable way. Operating 
as one dependable way, because the capacity is halved, it is 
necessary to decide either the odd way or the even way in the 
pair of ways is chosen. The LSB (least significant bit) in the 
cache index is used to do so; if the LSB is 0, n−1-to-2n−1 
decoder’s output connected to the even way in the pair of 
ways, otherwise (if the LSB is 1) n−1-to-2n−1 decoder’s output 
connected to the odd way. 
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Figure 5.  Implementation of decoders for the proposed cache. 

IV. EVALUATION 

osed 
associativity-re e cache system 
configuratio II. The minimum 

1) Cache, 32 KB 8-way set associative cache 
ay) 

In this section, we describe evaluation of the prop
configurable cache. Th

n is presented in TABLE 
operating voltage (Vmin) improvement is evaluated based on 
measurement results, and the simulated performance overhead 
is analyzed. We also estimated the area overhead of the 
proposed cache. 

TABLE II.  CACHE SYSTEM CONFIGURATION 

Instruction L1 (IL
Data L1 (DL1) Cache (with 2.75 KB tag arr

Unified L2 Cache 
256 KB 8-way set associative cache 

(with 19 KB tag array) 
 

A. M lts 

To evaluate the Vmin improvements 
14T SRAM macros manufactured 
be regarded as two ways of eight-

wa

are 0.685 V, 0.645 V, 0.630 V, and 0.610 
V,  

easurement Resu

in our proposed cache, 
we measured 512-Kbit 7T/
in a 65-nm process. It can 

y 256-KB L2 cache: i.e., a pair of odd-even ways in the 
proposed associativity-reconfigurable cache. Therefore, Vmin 
improvement in the eight-way 256-KB L2 cache is evaluated 
with measuring four 512-Kbit 7T/14T SRAM macros. A 512-
Kbit 7T/14T SRAM can also be matched to a 32-KB IL1 
cache and 32-KB DL1 cache. Therefore, we can evaluate Vmin 
improvements in the eight-way 32-KB IL1 and DL1 caches by 
measuring one 512-Kbit SRAM macro. We measured one 
more 512-Kbit SRAM macro to evaluate the tag arrays in the 
L1 and L2 caches. 

Figure 6 shows the measured Vmins of each pair of ways in 
the 256-KB L2 cache tag and data arrays. In the normal mode, 
the measured Vmins 

respectively, whereas in the dependable mode, the 
respective values are reduced to 0.570 V, 0.550 V, 0.540 V, 
and 0.530 V. As an eight-way L2 cache, the proposed cache 
can operate at 0.685 V. If Pair 0 changes its mode to the 
dependable mode, the proposed cache can operate at 0.645 V 
as 7-way cache. Likewise, the Vmin can be scaled by trading 
off the associativity.  
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Figure 6.  Measured Vmins of each pair of ways in the L2cache. 

Figure 7 summarizes the Vmin scalability in the propo  
associativity-reconfigurable cache. If all the four pair of ways 

te as 
a f

sed

enter the dependable mode, the proposed cache can opera
our-way 128-KB cache at 0.570 V, achieving a 115-mV 

lower Vmin than the eight-way 256-KB in the normal mode. 
Applying the dependable mode in one pair of ways reduces 
Vmin by 30 mV ~ 40 mV. We also evaluated the Vmin of 32-KB 
IL1 and DL1 cache in the same way. The IL1 cache and the 
DL1 cache can operate eight-way 32-KB in the normal mode 
at 0.610 V and 0.600 V, respectively. This value is larger than 
the four-way L2 cache’s Vmin. Consequently, in the case in 
which the L2 cache operates as a four-way 128-KB, two L1 
caches enter the dependable mode for achieving minimum 
Vmin. In this case, the IL1 and DL1 caches operate as five-way 
20-KB caches when the L2 cache operates as a four-way 128-
KB cache. 
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Figure 7.  Measured Vmins in the proposed caches when changing 

associativity. 

B. Performance evaluation 

 
cache architecture. Si ed cache downsizes the 

he dependable mode, it affects a 

We simulate the performance overhead of the proposed
nce the propos

associativity and capacity in t
cache hit rate and thus a processor performance; it is necessary 
to evaluate the impact on the performance. The SESC [10] 
cycle-accurate simulator is used to measure the performance 
degradation of the proposed scheme. TABLE III shows the 
voltage-independent baseline processor configuration. 
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Figure 8.  Normalized IPCs for SPEC CPU2000 and SPLASH2 benchmark suites. 

TABLE III.  VDD-INDEPENDENT BASELINE PROCESSOR PARAMETERS  

Parameter Value 

Processor fr  equency 1 GHz

Number of cores 4 

External DRAM latency 100  cycles

Fetch / Issue / Retire width 2/2/2 

Cache line size 32 bytes 

L1 Instruction Cache 32KB, 8-way, 3 cycles 

L1 Data Cache 32KB, 8-way, 3cycles 

Unified L2 Cache 256KB, 8-way, 16cycles 

Replacement policy Pseudo-LRU 

 

Fi rmalized IPC (i cle) 
benchmark in SPEC2000 and SPLASH2 with 

res

In this section, we present our evaluation of the area
osed cache architecture. The 7T me

cel

CLUSION 

 
and thus th ble. Measurement-

d V. De, “Design and realibility challenges in 
nanometer technologies, CM/IEEE Design Automation Conference, 
pp. 75, 2004. 

5.1,” Technical Report HPL-2008-20, Hewlett Packard Labs, 2008. 

gure 8 plots a no nstructions per cy
for each 

pect to the L2 cache’s associativity. The IL1 and DL1 
cache operate as 8-way cache, except in the case of four-way 
L2 cache: as described above, L1 caches operate as five-way 
caches to achieve minimum Vmin. We simulated nine integer 
benchmarks and seven floating-point benchmarks from 
SPEC2000 and six benchmarks from SPLASH2 benchmark 
suite. The maximum IPC loss is 12.2% (a four-way case in 
cholesky). The IPC degradation is 1.24% on average when 
the dependable mode is applied to a single pair of ways. The 
average IPC degradation is 4.93% in the 128-KB four-way 
L2 cache (in the case in which all the pairs operate in the 
dependable mode). 

C. Area overhead 

 
moroverhead of the prop y 

M. Yoshimoto, “A 7T/14T Dependable SRAM and Its Array 
Structure to Avoid Half Selection,” IEEE International Conference on 
VLSI Design, pp. 295-300, 2009.  

[8] E. Seevinick, F. J. List, and J. Lohstroh, “Static-Noise Margin 
l area is 11% greater than that of the conventional 6T 

memory cell. We assume that the dedicated decoders have a 
negligible impact on the overall area because they occupy a 
smaller proportion than SRAM arrays in the transistor 
number. Utilizing these facts, we estimated the area overhead 
of the proposed cache in the 32-KB L1 and 256-KB L2 cache 
with CACTI [11]. In 65-nm process technology, the proposed 
cache imposes only a 1.91% and 5.57% area overhead in 32-
KB L1 and 256-KB L2 cache respectively. For a small cache, 
the proposed cache adds a small area overhead because the 
fraction of the peripheral circuitry in area is relatively large. 

In this paper, we proposed a novel dependable cache 
architecture using 7T/14T SRAM. The dependable cache 
described in this paper has the reconfigurable associativity

V. CON

e adaptive reliability is realiza
ws t at the proposedbased evaluation sho h  dependable cache 

possesses the scalable characteristic of reliability and it can 
decrease the Vmin by 115 mV. The cycle accurate simulation 
shows that applying the proposed cache architecture results 
in 4.91% average IPC loss. The area overhead of the 
proposed cache is only 1.91% and 5.57% in 32-KB and 256-
KB cache respectively. 
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