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SUMMARY One of the most challenging issues in wireless sensor net-
works is extension of the overall network lifetime. Data aggregation is
one promising solution because it reduces the amount of network traffic by
eliminating redundant data. In order to aggregate data, each sensor node
must temporarily store received data, which requires a specific amount of
memory. Most sensor nodes use static random access memory (SRAM) or
flash memory for storage. SRAM can be implemented in a one-chip sensor
node at low cost; however, SRAM requires standby energy, which con-
sumes a lot of power, especially because the sensor node spends most of its
time sleeping, i.e. its radio circuits are quiescent. This study proposes two
types of divided SRAM: equal-size divided SRAM and equal-ratio divided
SRAM. Simulations show that both proposed SRAM types offer reduced
power consumption in various situations.
key words: wireless sensor network, data aggregation, data storage man-
agement, SRAM

1. Introduction

Recent advances in wireless communication technology and
electronics have enabled the development of low-power
wireless sensor networks. These networks are attracting
much attention because they can easily collect a wide range
of information over wide spatial extents. Most sensor nodes
are battery powered and distributed over such wide areas
that it is difficult to replace their batteries. Battery exchange
frequency must, therefore, be reduced in order to improve
the efficiency of wireless sensor networks and extend sys-
tem lifetime.

Developing a one-chip LSI for a wireless sensor node
can lower the manufacturing cost and node size, and reduce
battery exchange frequency. In order to create a one-chip
sensor node, upper layer network protocols and lower layer
hardware must be designed concurrently.

Data-centric routing is a promising paradigm for sen-
sor network routing [1]. In this paradigm, a sensor node
can buffer several packets temporarily, eliminate redundant
information, generate a new packet, and then send it to the
next hop. This style of operation, termed data aggregation,
is expected to reduce the amount of transmitted data, and so
yield remarkable power savings. To the best of our knowl-
edge, however the power needed to buffer the packets in the
node has not been considered in past studies even though it
is not negligible as shown later.
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Conventional sensor nodes primarily use either SRAM
or flash memory for data storage. Both types of memory
have their advantages and disadvantages. SRAM, for exam-
ple, is easily implemented as one chip, it has low cost, and
its active power consumption is small. However, SRAM
must be continually driven to retain data, and, as a result,
its leak current is significant. Flash memory, in contrast,
consumes no leak current while the sensor node is sleeping,
but the cost of a one-chip sensor node is higher with flash
memory than with SRAM. In addition, the active power con-
sumption of flash memory is high, and it cannot provide
high-speed memory access. Moreover, flash memory has
a finite number of erase-write cycles which does not suit its
application to the packet buffer, which must be written and
read many times. Therefore, this paper considers an energy-
efficient SRAM architecture that can be implemented in a
one-chip sensor node at low cost.

The leak current of SRAM increases in proportion to
SRAM capacity, while data aggregation becomes more effi-
cient as SRAM capacity is increased. This leads to a trade-
off between data aggregation efficiency and power consump-
tion reduction. In general, however, it is difficult to de-
termine the SRAM capacity in advance since the optimum
SRAM capacity varies with the type of application. To in-
crease SRAM support for various applications, we propose
two types of divided SRAM: equal-size divided SRAM and
equal-ratio divided SRAM. The divided SRAM effectively
supports the various applications that utilize data aggrega-
tion. In what follows, however, we assume a data collec-
tion application to evaluate the effectiveness of the divided
SRAM architectures since it is typical of how sensor net-
works will be used.

The remainder of the paper is organized as follows.
Section 2 examines the types of memory used in sensor
nodes. Section 3 investigates the relationship between data
aggregation and SRAM capacity from the viewpoint of
power consumption. In Sect. 4, we propose a divided SRAM
that operates only when needed to record data packets. Our
proposed approach is compared to the conventional scheme
in Sect. 5. Section 6 summarizes our findings.

2. Relationship between Data Aggregation and SRAM
Capacity

We expect that many sensor nodes will aggregate data pack-
ets by temporarily buffering them and then generate a new
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Fig. 1 Data aggregation type: Lossy aggregation and lossless
aggregation.

packet that is sent to the next hop. This is expected to re-
duce the amount of transmitted data, resulting in remarkable
power savings.

Data aggregation can be categorized into two classes:
lossy and lossless [2].

Perfect aggregation [3] and beam-forming [4] are lossy
aggregation (Fig. 1(a)). With perfect aggregation, a sen-
sor node aggregates received data into one unit of data and
then sends it to the next hop, where average, maximum,
and count operations are examples of perfect aggregation
functions [5]. Such an operation can remarkably reduce the
amount of transmitted data. Perfect aggregation is quite ef-
ficient in this sense, whereas available applications are lim-
ited. In [4], beamforming is proposed as a data aggregation
scheme to collect acoustic data. Beamforming itself is an
algorithm to combine acoustic signals from multiple sen-
sors for minimizing mean square error, maximizing signal-
to-noise ratio, or minimizing variance. Data from neighbor-
ing sensors tend to be highly correlated. In [4], a sensor net-
work forms several clusters which consists of two or more
sensor nodes. Acoustic signal observed by each sensor node
is transmitted to its corresponding cluster-head. The cluster-
head chooses weights of FIR (Finite Impulse Response) fil-
ter for signals sensed by sensor nodes by means of beam-
forming algorithm. Then the resultant weighted linear sum
of the signals is transmitted from the cluster-head to the
sink node. Consequently, the amount of transmitted data,
i.e. the energy to transmit data is reduced although opera-
tion of beamforming algorithm consumes power. In [4], it
is shown that beamforming algorithm is energy-efficient in
total. Although lossy aggregation schemes has a high com-
pressibility, some information can be lost.

Linear aggregation [3] and coding by ordering [6]
(Fig. 1(b)) are examples of lossless aggregations. Linear ag-
gregation performs a simple operation: header elimination.
A sensor node concatenates the payloads of buffered packets
whose next-hops are equal and then puts it into one packet.
Coding by ordering is an improvement of linear aggrega-
tion. In linear aggregation, the sequence of concatenated
data (payload) is meaningless. On the other hand, coding by
ordering gives numerical meaning to the seqeunce of con-
catenated data. For instance, there are six ways to sequence
three different data. Therefore, the sequence can have log2 6
bits of information. This implies that properly sequence-
ing some of data represents the content of the others, which
need not be transmitted. In [6], the relationship between the

Fig. 2 Functional block diagram of typical sensor node.

Fig. 3 Energy consumption, which includes MCU, RX and TX (RF),
clock, and memory, when the maximum number of aggregated packets is
changed (SRAM capacity = 1,024 bytes).

number of data and that of suppressed data is discussed. In
lossless aggregation schemes, all raw data is transmitted to
sink node although the compressibility is low.

In this paper, we assume linear aggregation (header
elimination). Linear aggregation has lower compressibil-
ity than other aggregation schemes. It, however, supports
all applications and requires no complex calculations. Lin-
ear aggregation is simple but the most energy-consuming
to transmit data among all lossless aggregation variants.
Therefore, the energy consumption to store data will be-
come relatively lower compared to that to transmit data.
Under such the assumption, we will investigate whether the
proposed divided-SRAMs are effective or not in total.

Next, power consumption of the sensor node module
was analyzed with respect to data aggregation and SRAM
capacity.

Figure 2 shows a typical sensor node consisting of
five modules: radio frequency (RF), random access mem-
ory (RAM), micro controller unit (MCU), real-time clock
(RTC), and sensors. The power consumption of a sensor
strongly depends on the type of sensor, and the type of sen-
sor in turn depends on the application. The power consumed
by the sensor is, therefore, not considered in this paper.

Figure 3 shows the maximum number of aggregated
packets and the sending and receiving energy requirements;
data packet size is 8 bytes and the header size is 4 bytes in-
cluding one byte trailer (simulation conditions are described
in Sect. 5). (We assume that each unit of sensing data con-
sists of a pair of 4 byte attribute and 4 byte value. The header
has 1 byte destination node ID, 1 byte source node ID, 1 byte
control field, and 1 byte frame check sequence.) The active
time of each module is shown in Table 1. These values are
estimated by the simulation shown in Sect. 5, and they are
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Table 1 Active time of MCU, RX and TX (RF), clock, and memory
(SRAM capacity = 1,024 bytes, maximum number of aggregation packets
= 5).

Module Active time

MCU 241.5 ms
RX 219.0 ms
TX 22.5 ms
Clock 600.0 s
RAM (Leak) 33.3 s
RAM (Read/Write) 2.1 µs

Fig. 4 Energy consumption of MCU, RF (RX and TX), clock, and mem-
ory when SRAM capacity is changed (maximum number of aggregation
packets = 5).

calculated as average active times over sensor nodes that are
one-hop away from the base station. The simulation time
is 600 s and the clock is always powered on during simula-
tion. MCU is only operated when TX or RX is powered on.
This is because memory access can be finished within RF
communication time. With linear aggregation, we assume
that the sensor node performs aggregation when as many
packets as a predefined number called “the maximum ag-
gregation packets” are buffered or SRAM becomes full. For
instance, when SRAM capacity is 32 bytes, the sensor node
will aggregate four data units.

TX and RX energy and memory energy consump-
tion are reduced following data aggregation and the subse-
quent reduction of traffic. This effect saturates when more
than five data packets are aggregated. If the ratio of the
header to data changes, the effectiveness of data aggregation
also changes; larger headers make the header aggregation
method more effective. Unfortunately, transmission errors
occur more readily if long aggregated packets are used.

Figure 4 shows the energy consumption of the sensor
node versus SRAM capacity. The effect of data aggrega-
tion is large (a dramatic reduction in energy consumption)
at SRAM capacities between 8 and 64 bytes; this is because
the increased data capacity of the relay node shortens the
data hold times, which allows smoother relay. When SRAM
capacity exceeds 128 bytes, its leak current rises, increas-
ing overall energy consumption. Each read and write op-
eration consumes a significant amount of power; however,
they have very short durations. As a result, they consume,
overall, much less energy than memory maintenance. Since

advances in process technology are further reducing the
power consumed by read/write operations, the importance
of tackling the memory maintenance problem will continue
to strengthen. Thus, there are significant trade-offs between
power consumption and SRAM capacity when using data
aggregation.

3. Divided SRAM

The previous section revealed that there is an optimal
SRAM capacity for data aggregation. The optimal SRAM
capacity varies with the sensor network application, e.g. the
data size. To cope flexibly with the diversity of sensor net-
work applications, we propose two types of divided SRAM:
equal-size divided SRAM and equal-ratio divided SRAM.
The underlying principle of divided SRAM readily supports
both. In both types, the divided SRAM consists of sev-
eral smaller blocks, and only the blocks necessary to hold
data (called “active blocks”) are turned on while the other
blocks (called “non-active blocks”) are switched off. This
strategy suppresses leak current in the unused cells and so
enables large SRAM capacities. Note that the memory con-
troller necessary for divided SRAM operation is activated
only when the memory is accessed; therefore, the power
overhead of the memory controller is quite small. Even
in divided SRAM, however, a partially used memory block
suffers some leak current wastage since not all memory cells
are used. To mitigate this problem, smaller block size is pre-
ferred. Divided SRAM has the ability to lower the power
consumption more than the use of high-compression rate
data aggregation schemes such as perfect aggregation, be-
cause the number of non-active blocks increases with the
compression rate.

3.1 Equal-Size Divided SRAM

Figure 5 illustrates equal-size divided SRAM, which con-
sists of blocks of equal size. In the case where S -bit equal-
size divided SRAM consists of N blocks, the size of each
block is S/N bits.

Recall that to reduce the leak current wastage, we
should reduce the block size. However, the number of power
lines doubles when the block size is halved for the same to-
tal memory size, which complicates the circuit design of the
memory and memory controller. On the other hand, since
each block has the same size, implementing the memory
blocks is simple.

3.2 Equal-Ratio Divided SRAM

To overcome the tradeoff inherent in equal-size divided
SRAM, we propose equal-ratio divided SRAM which has
blocks of various sizes from small to large. Conceptually,
an S -bit equal-ratio divided SRAM is constructed by apply-
ing the following operation n times to an S -bit SRAM: one
of the smallest blocks is divided into m equal-size blocks.
Here, m is the splitting ratio, and the typical value of m is
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Fig. 5 Divided SRAM with same block size (equal-size divided SRAM).

Fig. 6 Divided SRAM with stepped block size (equal-ratio divided
SRAM (splitting ratio m = 2, the splitting number n = 5, the number
of blocks N = 6) ).

two. The logical result is, there are m − 1 blocks of each
size except the smallest size for which there are m blocks.
As a result, the total number N of the blocks is given by
N = (m−1)(n−1)+m, so that n = (N−1)/(m−1). See Fig. 6
for the case of m = 2, n = 5, and N = 6. For convenience,
let S k denote the kth smallest block-size; it is calculated as

S 1 =
S
mn
, and S k = S 1mk−1 for k > 1. (1)

Thus, an S -bit equal-ratio divided SRAM is designed to
have (m − 1) blocks of S k-bit size for k > 1, and m blocks
of S 1-bit size. Using these notations, the total size S of the
SRAM can be expressed as

S =
n∑

k=1

(m − 1)S k + S 1,

=

⎧⎪⎪⎨⎪⎪⎩
n∑

k=1

(m − 1)mk−1 + 1

⎫⎪⎪⎬⎪⎪⎭ S 1. (2)

As mentioned later, the MCU can manage the blocks so
as to reduce the unused capacity in the active blocks to less
than the size of the smallest block. The S -bit equal-size di-
vided SRAM and the S -bit equal-ratio divided SRAM have
at least S/N-bit blocks and S/mn-bit blocks, respectively, if
each SRAM consist of N blocks. Thus, the equal-ratio di-
vided SRAM can has N/m(N−1)/(m−1) times larger block size

than the equal-size divided SRAM.
In equal-ratio divided SRAM, the number of power

lines is increased by just one when one block is halved.
Furthermore, when the splitting ratio is a multiple of two,
the start address of each block is easily determined. That
is, equal-ratio divided SRAM offers simpler memory con-
trollers than equal-size divided SRAM, but makes it more
complex to implement the memory blocks.

3.3 Data Store Scheme

In what follows, for convenience, we number all N blocks
from 0 to N − 1, in ascending order of block-size. As a
result, the blocks of the smallest size are labeled from block-
number 0 to m − 1, and for k > 1, those of the kth smallest
size are labeled from block-number (k − 1)(m − 1) + 1 to
k(m − 1).

The basic strategy to leverage divided SRAM is to min-
imize the total size of active blocks to store data, which im-
plicitly minimize the unused capacity in the active blocks.
We call such a situation the “ideal state.” In order to achieve
the ideal state, when data is newly stored in or removed from
divided-SRAM, data are transfered among blocks if neces-
sary.

We assume that the MCU holds the amount of stored
data, so it can determine how many (and of which size, in the
case of equal-ratio divided SRAM) blocks should be turned
on to realize the ideal state. Suppose that the total size of
data to be stored is D bits. In the case of equal-size di-
vided SRAM, �D/(S/N)� blocks should be active. On the
other hand, in the case of equal-ratio divided SRAM, how
many and of which size blocks should be active is deter-
mined based on the quotient of D and S 1 and whether or not
some remainder exists. D divided by S 1 can be expressed as

D
S 1
=

n∑

k=1

skmk−1 + r, (3)

where sk and r are a non-negative integer less than m and a
non-negative real number less than or equal to 1, respec-
tively. Thus the quotient of D and S 1 is represented as
“snsn−1 · · · s1” in the positional system with base m. The
following is directly derived from (1) and (3):

D =
n∑

k=1

skS k + rS 1. (4)

Therefore, in order to store data of D bits, it is necessary that
only sk blocks of S k-bit size, say, the block-number k(m−1)
through k(m − 1) − sk − 1, are active for k = 1, . . . , n and
the block with block-number 0 is additionally active if some
remainder exists, otherwise it is inactive. In such a case, it
is recognized that the unused space of the active blocks is
(1 − r)S 1 bits. As an example, if the quotient is represented
as “1021” in the positional number with base 3 and some
remainder exists, one S 4-bit block, zero S 3 blocks, two S 2-
bit blocks and two S 1 blocks need to be turned on.
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3.3.1 Case of Adding Data

First, we consider the case where data are newly stored in a
divided-SRAM.

In the case of equal-size divided SRAM, the MCU tries
to append newly sensed data or a received packet to unused
space, if any, of the active blocks, e.g., in ascending order of
block-number. Each time the current active blocks become
full, a non-active block is switched on to store the remaining
data. The non-active block turned on is determined as the
one with the smallest block-number. Note that no data are
transferred among blocks when appended. This data stor-
age scheme is simpler than that of the equal-ratio divided
SRAM.

Equal-ratio divided SRAM operates like equal-size di-
vided SRAM, but data can be transferred among blocks if
necessary. Like equal-size divided SRAM, the MCU tries to
append new data to unused space, if any, in descending order
of block-number. This is because an active block with larger
block-number is expected to remain active in the immediate
ideal state. Then, every time the current active blocks be-
come full, the block with the smallest block-number among
the non-active blocks is additionally switched on to store the
remaining data. This is because the block is expected to be
active in the immediate ideal state. The state yielded by the
above procedure is usually temporary, so data are transferred
among the blocks to realize the ideal state if necessary. The
exception is the case in which data is removed from the
SRAM, e.g., a newly received packet invokes the immediate
transmission of an aggregated packet. Data transfer among
blocks is performed realize the ideal state as follows: First
which blocks should be active, for the ideal state, is deter-
mined based on the amount of currently stored data. All data
stored in the blocks that are to be non-active in the ideal
state are moved to the unused space of the active blocks,
e.g., from large to lower block-number.

3.3.2 Case of Removing Data

Next, we consider the case where data are removed from
divided-SRAM.

In the case of equal-size divided SRAM, if the num-
ber of the blocks storing data is the same as the number of
active blocks in the ideal state, i.e., �D/(S/N)�, no data is
transferred among blocks. Otherwise, the following opera-
tion is repeated until the number of the blocks storing data
decreases to the number of active blocks in the ideal state:
The data in the block storing the least data is moved to the
block with the smallest but sufficient unused space. An ex-
ample of the above operation is illustrated in Figs. 7(a) and
(b).

In the case of equal-ratio divided SRAM, all the data
left in the Blocks that are to become inactive are moved to
the active blocks in the ideal state. (Recall that how to deter-
mine which block is active is described in the beginning of
Sect. 3.3.) Although there is no set policy, as one example,

Fig. 7 Example of data store scheme in equal-size divided SRAM.

Fig. 8 Example of data store scheme in equal-ratio divided SRAM.

Fig. 9 Layout plot image of 4 kbytes equal-ratio divided SRAM.

the data left in a non-active block with larger block-number
are moved to an active block with larger block-number. An
example of the above operation is illustrated in Fig. 8.

3.4 Estimation of Overhead

To implement divided SRAM, several registers must be
added to memorize the states of blocks. The area overhead
and power overhead for the registers are, however, negligi-
ble because the number of the registers is much smaller than
that of SRAM cells. Other than the registers, one pMOS
switch is needed for each block to power on and off the
block. Power supply management using the p-MOS switch
is reported in [7], [8].

To evaluate the overheads of proposal scheme, we im-
plemented the divided SRAM in a 180-nm CMOS process.
Figure 9 shows the layout plot image of the 4 kbytes equal-
ratio divided SRAM. As a result, the divided SRAM has
9.8% area overhead for the p-MOS switch compared to the
4 kbytes memory cells (Fig. 10.). In terms of the overall
sensor node, the area overhead is not likely to exceed 1%.

Next, we made a simulation of the power-on sequence
for the 8 kbits memory cells, which is the maximum size
of the power domain in our implementation (Fig. 9). In the
simulation, we use the H-SPICE circuit simulator under the
condition shown in Table 2. Figure 11 shows the simula-
tion results. As shown in Fig. 11(b), the required time of
the VDD MC increase to 99% is 16 ns. Furthermore, from
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Fig. 10 Memory cell.

Table 2 Simulation conditions to estimate power.

Description Type/Value

Technology CMOS 180-nm process
Supply voltage 1.8 V
Process corner Typical

Fig. 11 Power-on sequence simulation: (a) simulation setup,
(b) waveform, and (c) source current.

Fig. 11(c), the peak current is 6.9 mA, and the energy con-
sumption is 70.95 pJ.

It is observed that a sensor node relays at most 50 pack-
ets in each data gathering in our simulation, see Sect. 4.
Even when 16 kbits memory cells block is switched on every
time a packet is relayed, this energy consumption is 7.1 nJ.
In our simulation shown in Sect. 4, the whole block of the
normal SRAM is assumed to be turned off when there is

Table 3 Simulation conditions.

Parameter Value

Transmission range 20 m
Header size 4 bytes
Data size 8 bytes
ACK size 4 bytes
RTS/CTS size 4 bytes
Clock power 0.5 µW
MCU power 0.5 mW
Memory controller power 2 µW
Transmission power 8.5 mW
Reception power 3.6 mW
Leak power 1.5 nW/bit
Write power 1.3 mW
Read power 1.3 mW

no data to be stored. Therefore, the normal SRAM con-
sumes energy to switch the block and one p-MOS switch is
needed. (Note that this assumption is favorable to the nor-
mal SRAM.) If power supply management is not used, the
normal SRAM always consumes leak power. For example,
when 4 kbytes SRAM is turned on for 600 s and leak power
is 1.5 nW/bit as shown in Table 3, leak energy consump-
tion in the normal SRAM is 29.5 mJ (= 1.5 nW/bit × 600 s
× 4,096 bytes × 8 bits/byte). Consequently, the power over-
head of the p-MOS switch due to power supply management
is negligible.

4. Performance Evaluation

In this section, we used the QualNet simulator to evaluate
our proposed schemes [9].

4.1 Simulation Conditions

The following were assumed in this simulation. The simu-
lation area is set to 100 m × 100 m. Sensor nodes are uni-
formly deployed in the sensing area. The base station is at
the center of the sensing area. The simulation time is the
time needed to collect the sensing data at the base station.
Sensor nodes collect data for the base station in accordance
with Tiny Diffusion, which is a simplified Directed Diffu-
sion method [10], [11]. We used I-MAC as the MAC proto-
col [12]. I-MAC is equipped with ARQ (Automatic Repeat
reQuest), where the retry limit is set to 10. MCU uses a reg-
ister but no dedicated SRAM. Other parameters are shown
in Table 3. The power values of RF, RTC, and MCU are
taken from [13], [14], and [15], respectively. Data packet
size is 8 bytes unless otherwise noted, and the header size is
4 bytes including one byte trailer. The maximum number of
aggregated packet is five and the number of memory block is
eight unless otherwise noted. (See Appendix.) The power of
MCU is assumed that MCU always operates at 4 MHz. Fi-
nally, the memory power is estimated with an H-SPICE cir-
cuit simulator [16]. Figure 10 illustrates a memory cell and
the transistor parameters used with H-SPICE. The power-
supply voltage is 1.8 V, and the threshold voltage is 0.45 V.
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The operation frequency of the memory is assumed to be
4 MHz, and memory capacity is assumed to be 4 kbytes
(it is determined by reference to [17] and can be applied
for sound sensing applications.); 8 bit writing takes one cy-
cle and 8 bit reading takes two cycles; The leak current of
memory is assumed to be linear against memory capacity;
We use the values of read and write power estimated for the
case of 4 kbyte memory capacity, in all simulations. Al-
though they actually depend on memory capacity, the read
and write power is, however, negligible since leak current
is dominant. For example, if the memory reads 4 kbytes
data, read operation time is about 2 ms, and the energy con-
sumption of memory read is 2.6 µJ. On the other hand, if
the memory hold 4 kbytes data for 100 s, the leak power is
4.9 mJ. For equal-ratio Divided SRAM, the splitting ratio m
is 2 and the splitting time n is 7. Thirty simulation trials
with different random seeds were carried out for each set of
simulation parameters, and the simulation result was taken
as their average.

4.2 Simulation Results

Figure 12 shows the energy consumption of MCU, RF (RX
and TX), clock, and memory using normal SRAM, equal-
size divided SRAM, and equal-ratio divided SRAM when
the SRAM capacity is changed. Note that the minimum
block size is 0.5 bit in the case of equal-ratio divided SRAM
with 8 byte RAM capacity. This value is not unrealistic,
but it is used as it is in order to investigate the tendency
of energy consumption. Memory energy consumption of
equal-size divided is smaller than that of normal SRAM if
the SRAM exceeds 128 bytes; most of the power is con-
sumed by memory maintenance. Therefore, the lower power
consumption of this memory is due to the reduction in leak
current offered by the divided SRAM. For example, the en-
ergy consumption of equal-size divided SRAM is 20% that
of the conventional scheme under the condition that SRAM
totals 1,024 bytes. In the case of equal-ratio divided SRAM,
power consumption is almost the same from 64 bytes to
4,096 bytes. This is because, for the same number of blocks,
equal-ratio divided SRAM provides a wide variety of block

Fig. 12 Energy consumption of MCU, RF (RX and TX), clock, and
memory using equal-ratio divided SRAM (number of memory blocks =
8, maximum number of aggregated packets = 5).

sizes.
The power consumption of equal-ratio divided SRAM

is less than 1% that of the sensor node. On the other hand,
flash memory has no leak current but the power consumed
by deletion and writing is large. With regard to the param-
eters of the flash memory of MICA2, the operation volt-
age is 3.6 V, the current consumption of deletion and writ-
ing is 12 mA, and the deletion and writing times are 14 ms
[18]. Data is written an average of 2.5 times to realize one
data collection in this simulation. Flash memory, therefore,
consumes 1.5 mJ to acquire one data point. In contrast,
equal-ratio divided SRAM offers lower power consumption
than flash memory (see energy consumption of memory in
Fig. 12).

Figure 13 shows the standby energy of SRAM us-
ing normal SRAM, equal-size divided SRAM, and equal-
ratio divided SRAM. In equal-size divided SRAM, when the
memory capacity becomes large, power supply management
worsens, yielding the excessive power consumption noted.
In equal-ratio divided SRAM, conversely, leak current is
small even at large memory capacities, because the power
supply management efficiency is high. When the memory
capacity is 1,024 bytes, the energy consumption of equal-
size divided SRAM is 13% that of normal SRAM and the
energy consumption of equal-ratio divided SRAM is 1.3%
that of normal SRAM. In other words, that equal-size and
equal-ratio divided SRAM offer power consumption reduc-
tions of 87% and 98.7%, respectively, from normal SRAM.

Figure 14 shows the data collection time at various
SRAM capacities when the maximum number of aggregated
packets is five. Note that the results are same regardless
to the SRAM stricture. As the data size increases, small-
capacity SRAM becomes saturated by relay packets. As
a result, the transmission node may not be able to trans-
mit packets. This is because the data collection time is
large when RAM capacity is small. The size of the pay-
load depends on the sensor and application. To expand the
versability of sensor nodes from delay viewpoints, the large-
capacity SRAM is preferable.

Figure 15 shows the total energy consumed when us-

Fig. 13 Standby energy consumption of SRAM using equal-size divided
SRAM and equal-ratio divided SRAM (number of memory blocks = 8,
maximum number of aggregated packets = 5).
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Fig. 14 Data collection time when RAM capacity is changed (number of
memory blocks = 8, maximum number of aggregated packets = 5).

Fig. 15 Total energy using normal SRAM and equal-size divided SRAM
when the payload size is changed (number of memory blocks = 8, maxi-
mum number of aggregated packets = 5).

ing normal SRAM and equal-size divided SRAM at differ-
ent data sizes. For example, optimum capacity is 128 bytes
when the data size is 16 bytes in normal SRAM. However,
if data size changes to 32 bytes, delay and energy consump-
tion become large. On the other hand, large capacity divided
SRAMs can reduce the energy consumption and delay, even
if the data size changes. Therefore, it can be concluded
that divided SRAMs are more effective than conventional
SRAM.

Finally, we estimate the number of memory blocks
of equal-size divided SRAM with three capacities (1,024,
2,048, 4,096 bytes) Note that conventional SRAM is the
case where the number of block is one. From Fig. 16, it
is shown that both the divided-SRAMs are effective enough
compared to conventional SRAM. Next, let us compare the
both divided-SRAMs. In equal-ratio divided SRAM, when
the number of memory blocks exceeds eight, the effective-
ness of power reduction saturates at all three memory ca-
pacities. On the other hand, In equal-size divided SRAM,
the total energy is still redeucing as the number of blocks
exceeds eight. In case of several tens blocks, the differ-
ence between both the divided-SRAMs is negligible since
the block-size is enough small. In case of four through 16
blocks, there seems to be the difference between both the

Fig. 16 Total energy consumption of sensor nodes when the number of
memory blocks is changed (maximum number of aggregated packets = 5,
data size = 8 byte).

divided-SRAM. In case of smaller RAM capacity, say 1,024
bytes, the difference is slight. The difference, however, in-
creases with the RAM capacity. As mentioned above, to
expand the versability of sensor nodes from delay view-
points, large-capacity SRAM is preferable. On the other
hand, considering manufacturing cost, complexity of de-
sign, and management of memory blocks, it is preferable
that memory blocks are fewer. In Fig. 16, eight-block equal-
ratio divided SRAM has almost the same total energy as 64-
block equal-size SRAM. In this sense, equal-ratio SRAM is
more effective than equal-size SRAM.

5. Conclusion

The weakness of volatile RAM is that it consumes power
just to hold data. In order to realize low-cost and long-
life one-chip sensor nodes, we proposed two SRAM archi-
tectures for packet buffers that perform data aggregation:
equal-size and equal-ratio divided SRAM. Simulations re-
sults showed that equal-size and equal-ratio divided SRAM
offer power consumption reductions of 87% and 98.7%, re-
spectively, from normal SRAM when the memory capac-
ity is 1,024 bytes. Eight-block equal-ratio SRAM has 10%
area overhead (only SRAM area) compared to conventional
SRAM in the case where RAM capacity is 8 kbytes. There-
fore both the divided SRAM are energy-effective enough
compared to normal SRAM at the cost of small area over-
head. In the future, there will be the need to develop sen-
sor networks to handle large data like image. For this sake,
equal-ratio divided-SRAM is especially effective since it can
reduce power consumption with fewer blocks compared to
equal-size divided-SRAM.
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Appendix: Consideration of Number of Aggregation
Packets and Partitions

Based on the following consideration, we set the maximum
number of aggregation packets to five and the number of
blocks of divided SRAM to eight.

Figures A· 1 and A· 2 show the energy consumption of
the sensor node when the maximum number of aggregated
packets is changed. It can be understood from these figures
that total energy consumption can be reduced significantly
if five ore more data packets are aggregated regardless of
RAM capacity. This is because the energy to transmit the
packet header is inversely proportional to the number of ag-
gregated packets in the case of header aggregation. There-
fore we set the maximum number of aggregated packet to
five in performance evaluation.

Next, we investigated the impact of equal-size divided
SRAM and equal-ratio divided SRAM on energy consump-
tion as a function of payload size. (See Figs. A· 3 and A· 4.)
In order to simplify the logic of the memory controller and
memory itself, the number of blocks should be a power of

Fig. A· 1 Total energy consumption of sensor nodes when equal-size di-
vided SRAM is used and the maximum number of aggregated packets is
changed. (number of memory blocks = 8, data size = 8 bytes).

Fig. A· 2 Total energy consumption of sensor nodes when equal-ratio di-
vided SRAM is used and the maximum number of aggregated packets is
changed. (number of memory blocks = 8, data size = 8 bytes).
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Fig. A· 3 Total energy consumption when equal-size divided SRAM is
used and the payload size is changed. (maximum number of aggregated
packets = 5, SRAM capacity = 1,024 bytes).

Fig. A· 4 Total energy consumption of sensor nodes when equal-ratio di-
vided SRAM is used and the maximum number of aggregated packets is
changed. (number of memory blocks = 8, data size = 8 bytes).

two. When the number of blocks is eight or more, the effec-
tiveness in terms of power consumption reduction is basi-
cally saturated regardless of packet payload size. Increasing
the number of blocks increases the number of power lines.
Therefore we set the number of blocks to eight in perfor-
mance evaluation.
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