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Abstract—This paper presents an accurate soft error 

propagation analysis technique. Especially, we focus on Single 

Event Upset (SEU) in flip-flop. The proposed technique can 

calculate the accurate error propagation probability considering 

logical masking on re-convergent paths with SAT solver 

efficiently. Experimental result shows that the proposed 

technique improves the computation time by 94.6% compared 

with the method with only SAT solver and the accuracy by 
93.3% compared with the conventional method respectively. 
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I. INTRODUCTION 

Recently, highly dependable VLSI processors have played 
a significant role for system implementation in various 
mission-critical application fields. On the other hand, process 
technology scaling degrades soft error tolerance of VLSI 
processors [1]. Therefore, soft error mitigation techniques must 
be applied to VLSI processors to maintain soft error tolerance. 
However, verifying efficacy of applied soft error mitigation 
technique is not easy. Radiation testing using test chip requires 
great deal of time and cost. [2] Consequently, an evaluation 
technique of processor SER without the radiation testing is 
required. 

An accurate analysis technique of soft error propagation is 
essential in order to evaluate a processor SER [3]. This paper 
describes an accurate analysis technique of soft error 
propagation. The soft error propagation analysis evaluates the 
probability that soft error propagates from the erroneous flip-
flop to the downstream flip-flop. Existing techniques are fault 
injection techniques [4–6] and analytical techniques [3, 8–11]. 
Fault injection simulation using comprehensive input vectors 
takes a large amount of time because soft error propagation 
depends on input vector sequences in the case of sequential 
circuits. The number of test cases is enormous even for small 
circuits. Monte-Carlo simulation using random input vectors 
cannot ensure that all circuit states are verified uniformly. 
FPGA-based fault injection for speed up [5, 6] cannot evaluate 
temporal effects depending on circuit delays. Analytical 
techniques estimate the state of the circuit probabilistically 
without the test cases for each input vector sequence and are 
practical techniques for fast and accurate soft error propagation 
analysis. 

The remainder of this paper is organized as follows. 
Section II provides the brief information about SEU 
propagation and conventional soft error propagation analysis 

techniques. Section III describes a problem of conventional 
analysis techniques and presents the proposed analysis 
technique. Section IV presents experimental results. Section V 
gives the conclusion. 

II. CONVENTIONAL TECHNIQUE FOR SOFT ERROR 

PROPAGATION ANALYSIS 

SEUs in Flip-flops might not be captured in downstream 
flip-flops because it could be masked temporally and logically. 
These masking effects are called temporal masking and logical 
masking respectively. The probability that the error propagates 
to the downstream flip-flop considering these two masking 
effects, defined as MF (Masking Factor), is calculated as 
follows: 

LMFTMFMF   (1) 

where TMF (Temporal Masking Factor) is the error 
propagation probability considering temporal masking and 
LMF (Logical Masking Factor) is the error propagation 
probability considering logical masking. Methods for analyzing 
each masking effect have been proposed individually. This 
section describes conventional analysis techniques for each 
masking effect. 

A. Temporal Masking 

If an SEU occurs after a certain period in a clock cycle and 
the error does not have time to propagate to the downstream 
flip-flop before the next clock edge, the error is not captured by 
the downstream flip-flop. As a result, the error is overwritten 
by the error-free data [13]. This masking effect is temporal 
masking. The error propagation probability considering 
temporal masking, TMF, depends on occurrence timing of SEU 
and propagation delays between flip-flops. [7]. TMF is the ratio 
of a vulnerable window (Terror) to a clock cycle (Tcycle). An SEU 
which occurs in the vulnerable window can propagate to the 
downstream flip-flop temporally. In Fig. 1, tsetup and thold are 
setup time and hold time of the downstream flip-flop 
respectively. tprop is the sum of the delays of the erroneous flip-
flop and the combinational logic. α is a constant value from 0 
to 1, which depends on leaching characteristics of the 
downstream flip-flop. TMF is calculated as follows: 
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The propagation delays are evaluated by Static Timing 
Analysis (STA). 

In addition, the method proposed in [13] considers 
temporal masking disablement, which occurs when data 
latching of the erroneous flip-flop is controlled by the enabling 
signal. The effect can be evaluated by the probability that the 
erroneous flip-flop enables at clock edges, defined as p(enable). 
TMF is compensated as follows: 

))(1()( enablepTMFenablepTMF orgcomp   (3) 

where TMFcomp is compensated TMF and TMForg is the 
probability calculated by the equation (2).  
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Fig. 1. An analysis technique for temporal masking. 

B. Logical Masking 

If an error propagate to a gate input of which value does not 
affect the gate output logically (e.g. one input of two-input 
AND gate when the other input is “0”), the error is masked. 
This masking effect is logical masking. Whether or not an error 
is masked logically depends on the input vector of the circuit. 
As described before, analytical techniques are practical for 
logical masking analysis [8–11].  

The analysis technique using Binary Decision Diagrams 
(BDD) analyzes the Boolean function of combinational logic 
and error propagation efficiently [8]. The technique proposed 
in [9] evaluates the logical behavior of the circuit and the error 
propagation by Probabilistic Transfer Matrix (PTM) and Ideal 
Transfer Matrix (ITM). In [10], the error propagation 
considering logical masking is evaluated by error propagation 
rules using four-value logic. However, the accuracy of this 
technique degrades due to re-convergent paths because the 
signal correlation of errors is not considered on re-convergent 
paths. L. Chen proposes the analysis method considering signal 
correlation to improve the accuracy[11]. In this technique, error 
propagation is modeled by Boolean function. The model is 
implemented by combinational logic and connected to the 
circuit under evaluation. The error propagation probability 
considering logical masking is calculated by signal probability 
in the circuit. Signal probability p(x) is the probability that a 
signal x is “1” and estimated by Correlation Coefficient 
Method (CCM) proposed in [12]. 

III. PROPOSED TECHNIQUE FOR SOFT ERROR PROPAGATION 

ANALYSIS 

A. Signal Probability Calculation with SAT Solver 

This paper proposes the method to calculate accurate LMF 
based on the method proposed in [11]. In [11], there is a 
problem that the accuracy of calculated LMF degrades when 
the circuit under evaluation includes re-convergent paths. The 
degradation of the accuracy is caused by the inaccuracy of 
signal probability estimated by CCM. In CCM, signal 
probability of a gate output is estimated considering only first-
order correlations between the gate inputs. Therefore, signal 
probability cannot be estimated with accuracy in case that a 
target node is a sink gate output of a re-convergent path with 
three or more paths from the source node as shown in Fig. 2. In 
the proposed technique, accurate signal probability of such gate 
output is calculated with SAT solver, which can solve the 
Boolean Satisfiability Problem (SAT) effectively. An example 
of a signal probability calculation by proposed scheme is 
shown in Fig. 3. The formula for calculation of p(Y), which is 
signal probability of Y, is given from the truth table of the 
given logic circuit. p(Y) is calculated from p(X0), p(X1), and 
p(X2), which are signal probability of the gate inputs. A SAT 
solver used in the proposed scheme is required to find all 
satisfying solutions. 
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Fig. 2. A re-convergent path with three or more paths from the source node. 

B. Efficient Signal Probability Calculation  

As described above, the calculation method with SAT 
solver can calculate accurate signal probability. However, the 
computation time required for this method increases 
exponentially along with a circuit scale. To reduce the 
computation time, we propose the combined method of CCM, 
which requires polynomial time for calculating signal 
probability, and the calculation method with SAT solver. In the 
proposed method, signal probability of a sink gate output on a 
re-convergent path as shown in Fig. 2 is calculated with SAT 
solver. If target node is not a output of sink gate on re-
convergent path, its signal probability is calculated by CCM 
because CCM calculate accurate signal probability of such 
node. Consequently, the proposed method realizes reduction of 
a computation time while maintaining accuracy. If accuracy 
degradation is allowed, further reduction of the computation 
time is possible by restricting the length of a re-convergent 



path on which signal probability of the sink gate output is 
calculated with SAT solver. 
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Fig. 3. An method for calculating signal probability with SAT solver. 

IV. EXPERIMENTAL RESULT 

This section shows comparison results of the proposed 
technique and the conventional technique in terms of accuracy 
and computation time. In both techniques, the error 
propagation probability (MF) is calculated by the equation (1) 
and the error propagation probability considering temporal 
masking (TMF) is calculated by the equation (3). In 
conventional technique, LMF is calculated by Correlation 
Coefficient Method (CCM). However, in the proposed 
technique, LMF is calculated by the proposed scheme 
described in Section III. In this evaluation, we use the SAT 
solver proposed in [14], which can find all satisfying solutions 
efficiently. 

A. Accuracy Evaluation 

This section shows accuracy comparison of the error 
propagation probability. The probability calculated by each 
method are compared with the probability calculated by SEU 
injected Monte-Carlo simulation respectively. The accuracy is 
evaluated by Mean Absolute Error (MAE) as follows: 

 
i

sim iMFiMF
N

MAE )()(
1  (4) 

where N is the number of pairs of the erroneous flip-flop and 
the downstream flip-flop, MF(i) is the error propagation 
probability evaluated by the conventional technique or the 
proposed technique for pair i, and MF(i) is the probability 
evaluated by the Monte-Carlo simulation for pair i. 

Circuits for this experiment are benchmark circuits from 
ITC’99 and ISCAS’89 implemented in 65-nm process. In the 
evaluation, the circuit from the erroneous flip-flop to the 
downstream flip-flop is extracted from the benchmark circuit 
because the analysis by Monte-Carlo simulation is difficult for 
sequential circuits as described in section I. The extracted 
circuit can be evaluated by Monte-Carlo simulation because it 
is substantially combinational circuit. The clock frequency is 1 

GHz. The propagation delays between flip-flops are calculated 
by STA using Synopsys Design Compiler. α in the equation (2) 
is configured as 0.5 in the same value as [7]. Monte-Carlo 
simulation is conducted using the gate-level circuits annotated 
delay information. SEU injection timing is varied uniformly in 
the unit of 1 ps in a cycle. p(enable) is assumed that 0.1, 0.3, 
and 0.5 because the benchmark circuits do not have flip-flop 
controlled by enabling signal and clock-gating scheme. 

The comparison results are depicted in Fig. 4. The 
proposed technique is more accurate for all benchmark circuits 
than the conventional technique when p(enable) is 0.1, 0.3, and 
0.5. The proposed technique improves average MAE by 97.5%, 
92.5%, and 87.7% when p(enable) is 0.1, 0.3, and 0.5, 
respectively. The accuracy of TMF becomes better as p(enable) 
decreases because the effect of TMF calculated by equation (2) 
is smaller by compensation with lower p(enable). 
Consequently, the whole accuracy rate of the proposed 
technique becomes worse as p(enable) decreases. 

 

Fig. 4. Accuracy comparison of the conventional technique and the proposed 

technique when p(enable) is (a) 0.1, (b) 0.3, and (c) 0.5. 
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Fig. 5. Computation time comparison of the conventional technique and the 

proposed technique. 

B. Computation Time Evaluation 

This section shows comparison of the proposed technique and 
the conventional technique in terms of computation time. 
Simultaneously, accuracy is evaluated because computation 
time and accuracy is a trade-off relation. The difference of the 
proposed technique and the conventional technique is the 
method for calculating LMF. Furthermore, computation time of 
calculating LMF accounts for a large part of the whole 
computation time. Consequently, computation times for 
calculating LMF are compared in this evaluation. As described 
in Section III, the proposed technique can reduce computation 
time by restricting the length on which signal probability of the 
sink gate output is calculated with SAT solver. The maximum 
length is denoted by Lmax. In this experiment, the proposed 
technique which Lmax is 60, 75, 80, 90, and 95 are evaluated. In 
addition, a method with only SAT solver is evaluated. This 
method calculates signal probability of a primary output in the 
circuit with SAT solve without the scheme for reducing 
computation time described in Section III. The accuracy is 
evaluated by relative error. The truth value is signal probability 
calculated by the method with only SAT. 

Circuits for this experiment is the benchmark circuit c880, 
which is a combinational circuit and consists of 383 gates, 
from ISCAS’85. All the experiments have been performed on 
an Intel® Core™ i7 875K processor with 4GB RAM. The 
comparison results are depicted in. 5. The result shows that the 
proposed technique which Lmax is 90 improves the computation 
time by 94.6% compared with the method with only SAT 
solver and the accuracy by 93.3% compared with the 
conventional method respectively. This shows that the 
proposed technique can reduce computation time without 
accuracy degradation. 

V. CONCLUSION 

This paper presents an accurate soft error propagation 
analysis technique with SAT solver. The propose technique 
reduce computation time by restricting the number of nodes of 
which signal probability is calculated with SAT solver. The 
result of accuracy evaluation shows that the proposed 
technique realizes 97.5% better accuracy of the error 
propagation probability when p(enable) is 0.1. The result of 

computation time evaluation shows that the proposed technique 
which Lmax is 90 improve the computation time by 94.6% 
compared with the method only using SAT solver and the 
accuracy by 93.3% compared with the conventional method 
respectively. 
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