3492

IEICE TRANS. FUNDAMENTALS, VOL.E88-A, NO.12 DECEMBER 2005

| PAPER Special Section on VLSI Design and CAD Algorithms

A 95 mW MPEG2 MP@HL Motion Estimation Processor Core for
Portable High-Resolution Video Application
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SUMMARY  This paper describes a 95 mW MPEG2 MP@HL motion
estimation processor core for portable and high-resolution video applica-
tions such as that in an HD camcorder. It features a novel hierarchical
algorithm and a low-power ring-connected systolic array architecture. It
supports frame/field and bi-directional prediction with half-pel precision
for 1920 x 1080@30 fps resolution video. The search range is +128 X +64
pixels. The ME core integrates 2.25 M transistors in 3.1 mm x 3.1 mm us-
ing 0.18-micron technology.
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1. Introduction

Digital video applications are expanding to include high-
definition television (HDTV) resolution. HDT V-resolution
monitors are becoming more widely used in the home. As
one aspect of this trend, portable HDTV systems will con-
tinue to gain in popularity. Figure 1 shows a block dia-
gram of an MPEG2 encoder. An MPEG2 MP@HL encoder
requires about 1000 GOPS workload for HDT V-resolution
video, assuming that the conventional sub-sampling method
[1] is used to perform motion estimation (ME). In this case,
the encoder’s power consumption is greater than 2400 mW,
which is prohibitively high for portable products. Motion
estimation occupies more than 90% of its computational
complexity. A highly efficient ME processor core is required
to realize a portable video application.

This paper describes the first sub-100 mW motion esti-
mation core IP (MEH) that realizes MPEG2 MP@HL B-
picture processing for portable and high-resolution video
application like that for an HD camcorder. The IP core
has two major features. The first is a novel hierarchical
search algorithm that employs a one-dimensional diamond
search for the upper layer image and a narrow full search
for a lower layer image, allowing a remarkable workload re-
duction to 7% of that in the sub-sampling method assuming
+128 x +64 pixel maximum search range. The second one
is a newly introduced low-power systolic array architecture
that realizes few memory access cycles and few computa-
tion cycles in the full search, which uses about 35% of the
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Fig.1 A block diagram of MPEG2 encoder.

power necessary for the conventional systolic array.
2. VLSI Algorithm Design
2.1 Hierarchical Search

Portable and high-resolution video applications necessitate
decreased computational power without degrading picture
quality. The gradient descent search (GDS) method can re-
duce computational power efficiently, but picture quality is
thereby sacrificed [2]. In contrast, fine search methods like
full search (FS) provide high-quality images using an enor-
mous computational load. To satisfy the above two require-
ments simultaneously, a hierarchical search method, con-
sisting of coarse search and fine search, has been utilized
[3]-[6].

The proposed hierarchical search method of this work
is illustrated in Fig.2. First, a motion vector is searched
coarsely in a 128 x +64 pixel search area in the upper layer
image, using a one-dimensional diamond search (1D-DS),
as described later. The vector to be detected there indicates
a start position of the succeeding FS in a +8x+8 pixel search
area in a lower layer image with integer-pel accuracy, where
the start position is located at the center of the lower layer.
Finally we evaluate eight half-pel positions surrounding the
integer vector obtained by FS. Results show that computing
power can be decreased while maintaining a wide search
range. In addition, the memory size can be reduced because
the image of the wide search range is reduced by a 1/4 sub-
sampling technique.

Copyright © 2005 The Institute of Electronics, Information and Communication Engineers
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Fig.3  1D-DS algorithm.

2.2 One-Dimensional Diamond Search

As the first coarse search, we propose one-dimensional dia-
mond search (1D-DS). The 1D-DS shown in Fig. 3 is based
on a gradient method. As the first step, an initial vector is
chosen among the four candidate vectors. Then, the search
direction is determined by calculations of the sum of ab-
solute difference (SAD) for the four points surrounding the
point indicated by the initial vector. This is followed by the
third step, in which one-dimensional (1-D) search is exe-
cuted in the direction toward the point that has the smallest
SAD among them. The SADs are computed at several points
in the search direction. The point with the minimum distor-
tion in the 1-D search is a temporal solution. Subsequently,
anew search direction is determined at the temporal solution
and a new 1-D search begins. The second and third steps are
iterated several times until the minimum point is found. The
computational complexity of the 1D-DS is extremely low
because it adaptively evaluates only the selected points.

2.3 Shared Memory Method

The proposed algorithm also introduces a shared memory
method. In this method, the search range is adjusted accord-
ing to the frame distance. In the case of M =3 and N = 15,
the frame distance at the P-picture prediction is 3, so the
search range must remain wide. The frame distances at the
B-picture are 1 and 2, so the search ranges should be nar-
row. Therefore, a search window memory that stores image
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data of the search range for the P-picture also stores image
data of the two search ranges for the B-picture. Introduc-
ing this method reduces the memory size and the amount of
transferred data for the ME core.

2.4 Simulation Results

The novel hierarchical search and the conventional algo-

rithms built into MPEG2 software encoders are simulated

to analyze the computational complexity, picture quality,

memory size, and the amount of transferred data.
Simulation conditions are summarized as:

e Software encoder: MPEG?2 software encoder/decoder
ver.1.2

Resolution: 1920 x 10801

Frame rate: 30 fps

Target Bitrate: 15 Mbps bitrate controlled

Sample picture (Fig. 4)

Buildings along the Canal
Church

Harbor Scene
Intersection

Street Car

Whale Show

Yacht Harbor

Number of frames: 150

Search range: H:-128,+127.5 / V:-64,+63.5
Bidirectional prediction

Frame/Field prediction

Half-pel precision

Table 1 lists average PSNR of the reconstructed picture
generated by the simulation for each sequence. The picture
quality of the proposed algorithm is higher than those of the
sub-sampling method and the GDS, without exception. The
proposed method degrades the picture quality of the Church
sequence. However, the degradation is only 0.26 dB, com-
pared to the FS. On the other hand, the proposed method
upgrades the picture quality with the Intersection, Whale
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Table1  PSNR of reconstructed picture.

Proposed
Method
canal 33.65 [dB]] 32.22 [dB]{ 33.35 [dB]| 33.58 [dB]
church { 31.90 [dB]| 30.60 [dB]| 31.29 [dB]| 31.64 [dB]
harbor | 30.36 [dB]| 29.35 [dB]{ 29.81 [dB]| 30.31 [dB]
inters | 35.66 [dB]| 35.32 [dB]| 35.65 [dB]| 35.67 [dB]
stcar 34.81 [dB]{ 34.33 [dB]| 34.55 [dB]| 34.59 [dB]
whale | 27.72 [dB]| 27.21 [dB]{ 27.51 [dB]| 27.75 [dB]
yacht 36.43 [dB]| 35.60 [dB]{ 36.28 [dB]| 36.48 [dB]
average| 32.93 [dB]| 32.09 [dB]{ 32.63 [dB]| 32.86 [dB]
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and Yacht sequences: quality is better than that achieved
by FS. Figures 5 and 6 show average PSNR per frame of
Church and Yacht sequences. A noticeable degradation in
a specific frame does not appear in the Church sequence.
The picture quality of Yacht sequence is stably high with
proposed method. The proposed method can provide high
picture quality for each frame compared to the other fast
methods.

Figure 7 shows a comparison of computational com-
plexity and picture quality among several ME algorithms.
The computational complexity of the proposed algorithm
(ID-DS+ES) is reduced to 7% of the conventional sub-
sampling algorithm. It requires only a 66 GOPS workload.
Regarding the average of seven sequences, the picture qual-
ity of the algorithm exceeds that of sub-sampling by 0.77 dB
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and that of the GDS Method by 0.23 dB. Introduction of the
FS algorithm for the lower layer image improves the picture
quality. Figure 8 shows the amount of transferred data and
memory size of each method. By virtue of the two features
described above, the hierarchical search and shared memory
method reduces the amount of transferred data by 50% and
reduces the memory size by 85%. Introduction of the shared
memory method does not degrade the picture quality.

2.5 Analysis of Simulation Results

Simulation results are analyzed to investigate the reasons for
high picture quality of the proposed method. Analysis pa-
rameters are summarized as:

e A. Right Answer: The number of macro blocks (MBs)

having the minimum SAD compared to the number of

all MBs — percentage

B. Predicted PSNR: PSNR of the predicted picture

e C. Intra MB: The number of intra MBs compared to the
number of all MBs — percentage

e D. MV code: The amount of motion vector (MV) code
compared to the amount of the total code — percentage

e E. DCT code: The amount of DCT coefficient code
compared to the amount of total code — percentage

e F. Q Scale: Average of the Q scale

e G. Reconstructed PSNR: PSNR of the reconstructed
picture
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Table 2  Analysis of the FS.
canal church harbor | inters stear whale vacht |
A Right Answer[%] 100.0% | 100.0% | 100.0% | 100.0% | 100.0% { 100.0% | 100.0% | 100.0%
B Predicted PSNR[dB] 32.44 31.17 29.09 34.23 33.38 26.13 35.19 31.66
C Intra MB[%] 0.2% 0.0% 0.9% 0.1% 0.8% 3.5% 0.1% 0.8%
D MV[%] 27.1%. 23.8% 30.2% 21.5% 28.4% 44.6% 28.6% 29.2%
E Code DCT[%I] 44.6% 48.9% 41.9% 52.4% 44.0% 28.1% 44.7%. 43.6%
Other[%] 28.4% 27.3% 27.9% 26.1% 27.6% 26.7% 26.7% 27.2%
F Q Scale 24.02 27.56 45.55 16.20 21.62 106.01 17.34 36.90
G |_Reconstructed PSNR[dB] | 33.65 31.90 30.36 35.66 3481 27.72 36.43 32,93
Table 3  Analysis of the proposed method.
canal church harbor | inters stear whale vacht |
A Right Answer[%] 79.3% 92.1% 61.9% 88.8% 59.2% 44.9% 76.1% 71.7%
B Predicted PSNR[dB] 32.07 30.66 28.70 33.60 31.27 25.09 34.99 3091
C Intra MB[%] 0.5% 0.2% 1.3% 0.7% 3.5% 7.0% 0.3% 1.9%
D MV[%] 24.9%. 23.6% 25.7% 19.0% 22.7% 30.9% 24.8% 24.5%
E Code DCT[ %I 46.6% 49.1% 45.9% 54.9% 49.3% 40.4% 48.5%. 47.8%
Other[%] 28.5% 27.2% 28.5% 26.1% 28.0% 28.7% 26.8% 27.7%
F Q Scale 21.29 25.76 33.61 15.14 19.13 54.37 14.51 26.26
G L_Reconstructed PSNR[dB] 33.58 31.64 30.31 35.67 34.59 27.75 36.48 32.86 |
Table4 Difference between FS and the proposed method.
canal church harbor inters stcar | whale yacht average |
A Right Answer[%] -20.7% -1.9% -38.1% | -11.2% | -40.8% | -55.1% | -23.9% | -28.3%
B Predicted PSNR[dB] -0.37 -0.51 -0.39 -0.63 -2.12 -1.04 -0.20 -0.75
C Intra MB[%] 0.3% 0.1% 0.4% 0.6% 2.7% 3.5% 0.2% 1.1%
D MV[%] -2.2% -0.2% -4.6% -2.6% -5.1% -13.6% -3.9% -4.7%
E Code DCT[%] 2.0% 0.3% 3.9% 2.5% 5.3%. 11.7% 3.8% 4.2%
Other[%] 0.1% -0.1% 0.6% 0.0% 0.4% 1.9% 0.1% 0.4%
F Q Scale -2.72 -1.80 -11.94 -1.06 -2.49 -51.64 -2.83 -10.64
G |_Reconstructed PSNR[dB] -0.07 -0.26 -0.05 0.02 -0.22 0.03 0.05 -0.07

Tables 2 and 3 respectively show parameters of the FS
and the proposed method. Table 4 shows the difference be-
tween these two algorithms. Use of the proposed method
degrades the right answer percentage (A) by 28.3% and
0.75 dB in the predicted PSNR (B) in comparison to results
obtained using FS. The lower accuracy of motion estima-
tion yields the increment of the intra-MB percentage (C) by
1.1% compared to FS. The increment of the intra-MB per-
centage (C) increases the amount of DCT code (E). On the
other hand, the proposed method yields a smaller amount
of MV code (D), because the search starts from an initial
vector chosen among the vectors of adjacent MBs. Then the
amount of MV code (D) of the proposed method is 4.7%
below the FS. The rate control maintains the total amount of
MYV code (D) and DCT code (E). It increases the amount of
DCT code (E) to 47.8%, which is greater than that of FS by
4.2%. Consequently, the proposed method can reduce the Q
scale (F) by 10.64 compared with the use of FS.

The above-mentioned results indicate the following ad-
vantages of the proposed method. The proposed method
decreases the predicted picture quality. The difference be-
tween the original picture and the predicted picture in-
creases. The increment of intra-MB percentage increases
the amount of DCT code. However, the proposed method
yields small MV difference and decreases the amount of MV
code. That decrement of MV code is greater than the incre-
ment of DCT code. Therefore, a smaller Q scale is allowed;
it compensates for the decrease in the predicted picture qual-

ity. The proposed method provides high reconstructed pic-
ture quality.

3. VLSI Architecture Design

3.1 Multi-Processor Configuration

Figure 9 illustrates a block diagram of the MEH. The MEH
includes three types of ME processors: MEH2, MEH1 and
MEHH. It performs 1D-DS on the upper layer image with
MEH2, FS on the lower layer image with MEHI1, and
the half-pel search with MEHH. Figure 10 shows a tim-
ing chart of MEH. It indicates that MEH2, MEHI1, and
MEHH can operate concurrently. The MEH2 comprises a
16-way SIMD data path and 3-port (2 read-ports, 1 write-
port) SRAMs are used as the search window buffer (SW2)
(8 bit/word) and template buffer (TB2) (64 bit/word). The
MEHI1 introduces a newly developed systolic array archi-
tecture [7] constructed using 256 ring-connected processor
elements (PEs) and shift resistors (SRs) to execute the FS al-
gorithm. The MEH 1 shares the search window buffer (SW1)
(128 bit/word) and the template buffer (TB1) (64 bit/word)
with the half-pel processing unit (HPPU). The HPPU has a
128-way SIMD data path.

Table 5 shows the amount of data transmission of the
MEH and the other modules. A memory bandwidth of the
MEH is 13 Gbps, assuming that the memory bus operates
at 108 MHz with 128 bit width. The total amount of MEH1
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Table 5  The amount of transmission of MEH.
amount of transmission|Gbps]
MEH2 SW2 137 1.49
MEH TB2 0.12 4.98
MEH1 &| SwW1 2.99 348 )
MEHH | TBI 0.50 .
other modules 3.26
total 8.23

transmission is 3.5 Gbps and that of MEH2 is 1.5 Gbps. In
addition, the total amount of transmission of other modules
(DCT, IDCT, etc.) is 3.3 Gbps. Therefore, the bandwidth of
memory I/F of MEH is fully secured.

3.2 MEH2 Processor for the 1D-DS Algorithm

MEH2 contains a processing unit (PU2), a template block
buffer (TB2), and the search window buffer (SW2). The
PU2 and the SW2 are connected by the cross path to sort
pixel data in order. Figure 11 illustrates a block diagram
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of the PU2. PU2 has a 16-way SIMD data path. The PU2
contains 16 PEs and the adder tree. The PE calculates the
absolute difference between a pixel in the search window
and a pixel in the template block during each cycle. The
adder tree sums up 16 absolute differences with the Wallace-
tree and accumulates the summations with the accumulator.
The calculation consumes 4 cycles per 1 MB. The PU2 can
calculate SADs of 8 pixels X 2 rows in a 1/4 sub-sampled
MB per 1 cycle. The SW2 consists of 8 SRAMs which have
2 read-ports. The same column pixels are stored in the same
SRAM. The memory configuration and the data mapping
scheme allow PU2 to load the 2 rows of data in one cycle,
and thereby maintain 16-pixel throughput.

3.3 MEHI Processor for FS Algorithm

Even with a narrow range (£8x+8), the full search in HDTV
resolution requires a significantly larger workload. For that
reason, it has been very hard to realize a low-power VLSI
circuit. The important breakthrough of this paper is a novel
architecture to implement the FS algorithm for the lower
layer with sufficiently low power consumption. The systolic
array is illustrated in Fig. 12. It consists of N x N PEs (PE-
array), the N X N SRs (SR-array), and an adder tree. In this
case, N is equal to 16; the numbers of PEs and SRs are 256.
Sixteen pixels (128 bits) in the search window and 16 pixels
(128 bits) in the template block are loaded into the PE-array,
respectively, from SW1 and TB1. The SR-array receives 16
pixels from the SW1. The key feature is that the PEs and
SRs in one row are connected with a ring-buffer scheme;
thereby, the PE-SR-array can shift pixels toward the right or
left.

The data flow is shown in Fig. 13. Three phases execute
the full search. The first is an initializing phase (Init-phase).
Pixels of the template block and the search window are
loaded into all PEs and SRs during this phase. The second is
a calculation phase (Calc-phase). The SADs are calculated
by the PE-array in this phase. The pixels that were loaded
into PEs and SRs in the previous phase are shifted to the
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right or left. The third one is an input phase (Input-phase).
During this phase, the subsequent pixels are transferred
from SW1 to a PE-array and SR-array. The full-search can
be executed by iterating the Calc-phase and the Input-phase
in sequence after the Init-phase. The Calc-phase and the
Input-phase are iterated until reaching a boundary of the
search area. The subsequent pixels are loaded by vertical
shift operations at that time (Idle-phase). The systolic ar-
ray receives 16 pixels from SW1 during each Input-phase.
It is necessary to swap more-significant 128 bits and less-
significant 128 bits. The cross path is eliminated using the
SW1 constructed by 3-port SRAMs with 2 read-ports. The
pixels can be swapped by controlling the SRAM addresses.

Advantages of the systolic array architecture the fol-
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lowing. Reduction of computing cycles. Reduction of mem-
ory access cycles. Adaptability for field/frame mode. The
benefits pertain because the architecture allows various sum
schemes in the adder tree for absolute difference values. The
last benefit allows the concurrent operation of HPPU with no
extra cache. HPPU can access SW1 and the TB1 during the
Calc-phase, in which the SW1 and the TB1 are not accessed
by the systolic array.

3.4 MEHH Processor for Half-Pel Precision

Figure 14 illustrates a block diagram of the HPPU, which
is the processing unit used in MEHH. The HPPU for half-
pel precision has a 128-way SIMD data path. The HPPU
contains a half-pel blender, 128 PEs, and 8 adder trees. The
SW1 and the HPPU are connected by the cross path to select
18 pixels from among 32 pixels. Eighteen pixels (144 bits)
in the search window and 16 pixels (128 bits) in the template
block are loaded into the HP blender. The half-pel blender
consists of 54 registers to hold 18 pixels X 3 rows, and 128
two-tap filters to generate half-pel precision pixels. Three
cycles are required to load pixels into registers before start-
ing the half-pel generation. The half-pel blender can gener-
ate 128 half-pel precision pixels corresponding to each row
of 8 MBs surrounding an integer vector per 1 cycle. The
128 PEs have the processing capability to calculate abso-
lute differences between 128 pixels generated by the half-
pel blender and 16 pixels in the template block during each
cycle. An adder tree sums up 16 absolute differences with
the Wallace-tree and accumulates the summations with the
accumulator. Eight adder trees are required because calcu-
lations for 8 MBs are executed concurrently. The frame pre-
diction, the even field prediction and the odd field prediction
are serially executed for frame/field mode. Pixels on even
or odd number of rows in the search window and template
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Table 6 MEH specification.
Tech. 0.18 um
Core Size 31l mmx3.1mm
Supply 10V
Freg. 108 MHz
Transistor# 225 M

Power Consumption 195 mW.

Fig.15  Chip photomicrograph.

block are loaded into the MEHH, to generate half-pel preci-
sion pixels for each field prediction. At the frame prediction,
SADs of 8 MBs with half-pel precision surrounding an in-
teger vector consume 16 cycles for calculation and 2 cycles
for initialization. At the field prediction, SADs of 8 MBs
with half-pel precision surrounding an integer vector con-
sume § cycles for calculation and 2 cycles for initialization.
The HPPU can execute even and odd field predictions in 20
cycles because each field calculation requires 10 cycles.

4. VLSI Implementation Design

In order to realize fast operation with low voltage and low
power consumption, the memory part (SRAMs) is designed
with full custom method. The logic part of the MEH is de-
signed with HDL, logic synthesis and place & route tools.
Post placement optimization is employed to improve the
timing performance of the MEH.

Table 6 shows the MEH specification. The MEH
was designed and fabricated with 0.18-micron CMOS tech-
nology. The MEH integrates 192 I/O signals and 2.25
million transistors in 3.1 mm X 3.1 mm. It operates using
108 MHz@1.0V supply voltage. Figure 15 shows a chip
photomicrograph of the MEH.

The power consumption is shown in Fig.16. The
power consumption of the MEH is 95 mW@1.0 V which
is 3.8% of that of VLSI1@1.8V with the sub-sampling
method and 41% of VLSI2@1.0 V with the GDS technique.
In the case of using 1.8V supply voltage which is com-
monly used with 0.18-micron CMOS technology, the power

IEICE TRANS. FUNDAMENTALS, VOL.E88-A, NO.12 DECEMBER 2005

2500
2400 —
= — . .
2 - Power Consumption by This Work
(o]
;) 300 OTHERS: Power for the Others
o MEHH: Power for the MEHH
a 400 MEH2:  Power for the MEH2
§ MEH1:  Power for the MEH1
2 o .
Q
= \
= 200
z =
(===
— 100 =t
=
0 L
VLSI1 VLSI2
16-way SIMD 16-way SIMD 16-way SIMD
architecture 1D-SA0 64-way SIMD * * Promnsed
1D-5A0 1D-SA1 S ml]i)c Array
algorithm Sub-sampling GDS 1D-DS + FS (Proposed)

Fig.16  Power consumption.

consumption of the MEH is estimated to be 308 mW. So,
the power consumption is reduced to 13% of that of VLSI1
by using the proposed architecture and it’s additionally re-
duced to 3.8% by using lower supply voltage. The figure
also indicates that introducing the proposed systolic array
architecture for the FS in the lower layer allows 70% lower
power consumption of the MEH compared to the most ba-
sic one-dimensional systolic array [8] (1D-SA0). Therefore,
the power consumption is reduced to 55% of that with the
one-dimensional systolic array using a template-pixel map-
ping method with broadcasting of search window data [9]
(1D-SA1).

5. Conclusion

This paper presents a 95 mW MPEG2 MP@HL motion es-
timator that can execute frame/field and bidirectional pre-
diction with half-pel precision using 1920 x 1080@30 fps
resolution video. The search range is up to +128 x +64.
The MEH is expected to be applicable to SOCs with MPEG
codec function for energy-aware portable video applica-
tions.
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