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Abstract 

Background: Herein, an algorithm that can be used in wearable health monitoring 
devices to estimate metabolic equivalents (METs) based on physical activity intensity 
data, particularly for certain activities in daily life that make MET estimation difficult.

Results: Energy expenditure data were obtained from 42 volunteers using indirect 
calorimetry, triaxial accelerations and heart rates. The proposed algorithm used the 
percentage of heart rate reserve (%HRR) and the acceleration signal from the wear-
able device to divide the data into a middle-intensity group and a high-intensity 
group (HIG). The two groups were defined in terms of estimated METs. Evaluation 
results revealed that the classification accuracy for both groups was higher than 91%. 
To further facilitate MET estimation, five multiple-regression models using different 
features were evaluated via leave-one-out cross-validation. Using this approach, all 
models showed significant improvements in mean absolute percentage error (MAPE) 
of METs in the HIG, which included stair ascent, and the maximum reduction in MAPE 
for HIG was 24% compared to the previous model (HJA-750), which demonstrated a 
70.7% improvement ratio. The most suitable model for our purpose that utilized heart 
rate and filtered synthetic acceleration was selected and its estimation error trend was 
confirmed.

Conclusion: For HIG, the MAPE recalculated by the most suitable model was 10.5%. 
The improvement ratio was 71.6% as compared to the previous model (HJA-750C). 
This result was almost identical to that obtained from leave-one-out cross-validation. 
This proposed algorithm revealed an improvement in estimation accuracy for activi-
ties in daily life; in particular, the results included estimated values associated with stair 
ascent, which has been a difficult activity to evaluate so far.

Keywords: Energy expenditure estimations, Heart rate, Physical activity, Triaxial 
acceleration, Physical activity classification, Metabolic equivalents
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Background
Increasing physical activity is particularly important to prevent lifestyle diseases. 
Accurate monitoring of physical activity intensity (PAI) during daily lifestyle activities 
has gained popularity. To obtain accurate measurements, the collection of continuous 
and long-term PAI data is crucial. Coleman et al. [1] found that variation in long-term 
step monitoring can quantify differences resulting from changes in health status, and 
that long-term continuous PAI data collection and step counting is an effective method 
for monitoring and evaluating improvements in lifestyle. Such data are also useful to 
improve health guidance to facilitate the prevention of lifestyle diseases. Accordingly, a 
strong ongoing demand exists for devices that can monitor lifestyle activities in terms of 
PAI data.

Several previous studies have examined specific methods for monitoring PAI data, 
which have led to the introduction of various devices to collect related information [2–
6]. Most of these studies, including our previous work [7, 8] that specifically proposed an 
estimation algorithm for PAIs for household activities, have explored monitoring devices 
and algorithms by examining the use of acceleration data [7, 8]. This previous research 
laid the groundwork for monitoring daily activities using PAI data. However, important 
shortcomings related specifically to small wearable monitoring devices must still be 
addressed.

A significant difficulty is associated with the estimation of energy expenditure (EE) for 
certain activities which cannot be estimated from acceleration data alone, making it dif-
ficult to calculate the PAI of such activities accurately. There are two major types of such 
activities. The first group includes activities with small body movements, but a large PAI, 
such as cycling or muscle training. The other type includes activities accompanied by an 
elevation change, such as hiking or stair ascent. The PAIs of these activities tend to be 
underestimated. An example is ‘stair ascent’, which produced an error rate of − 60.6% 
in our previous study [8]. Crouter et al. reported that the error rate of one device (Acti-
Graph Model 7164; ActiGraph LLC, Pensacola, FL) that uses the Freedson MET Equa-
tion is − 38.3% for stair ascent and descent [9]. As previously mentioned, monitoring the 
PAI during daily-life activities with high accuracy is important in the prevention of many 
lifestyle diseases, and the EE estimation accuracy of these activities must be improved, 
especially with respect to wearable monitoring devices.

Another major objective of PAI monitoring is to collect data continuously over long 
periods. Wearable monitoring devices must therefore be suitable for this purpose. 
When monitoring PAI during daily activities, it will eventually be possible to confirm 
the results in real time. Hence, wearable devices must independently obtain signals from 
sensors, process those signals and estimate PAI. Therefore, estimating PAI using a simple 
approach with minimal cost and power consumption is important if the estimation algo-
rithm is to be integrated into wearable devices.

Various methods have been proposed to improve the PAI accuracy for activities that 
are difficult to estimate. In previous studies [10–14], the number of PA classifications 
was increased using multiple sensors and machine learning algorithms such as support 
vector machine (SVM), and as a result, the accuracy of PAI estimation was improved. 
For example, Cvetković et  al. [10] reported that 30 parameters were obtained from 
the accelerometer and used in their algorithm. By doing so, the classification numbers 
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and estimation accuracy could be increased. However, the SVM approach is difficult 
to integrate into wearable devices without support from cloud computing. Therefore, 
it is apparently not suitable for our purpose because wireless communication with 
cloud-based analytical software requires a significant amount of additional power 
consumption.

Another approach is to combine different sensors with an accelerometer [15–23], 
such as a barometer. The algorithms using a barometer to measure changes in eleva-
tion (i.e. altitude) have been reported by Ohtaki and Voleno [18, 19] and others [20, 21]. 
By improving the estimation formula and classified PA using elevation information, the 
algorithm can improve the accuracy of EE estimation for stair ascent. However, a barom-
eter typically consumes considerable power, and this method is effective for improv-
ing the accuracy of estimating EE for activities that involve a change in elevation, such 
as stair ascent. However, it does not work for other types of activities such as a cycling 
because the change in elevation is gradual. Therefore, these conventional methods are 
not practical for accurate PAI monitoring in daily life, especially in wearable monitoring 
devices.

Another method uses heart rate data to improve accuracy, as reported by Crouter and 
Li [22, 23]. A strong correlation exists between PAI and heart rate, and consequently, EE 
estimation accuracy can be increased. Additionally, the power consumption required to 
monitor heart rate is very small. For example, Izumi et al. proposed a system-on-a-chip 
(SoC) sensor which enables heart rate inter-beat interval (RRI) measurements with very 
low power consumption [24]. Other groups have also proposed low-power-consumption 
SoCs for measuring heart rate [25, 26]. These studies have confirmed that the marginal 
increase in power consumption from the addition of a heart rate sensor to a wearable 
device can be minimized. Furthermore, heart rate data provide valuable biological infor-
mation related to a person’s health levels, with measurements providing a wide range 
of useful information beyond PAI estimates, and the addition of a heart rate sensor to a 
wearable device can thus provide a wide range of benefits. Given this range of benefits, 
we developed a simple algorithm that combines heart rate and acceleration data.

Crouter et al. reported an error of − 20.5% [22] in the estimation of the EE related to 
stair ascent by using acceleration and heart rate data. This error is relatively large for 
actual application. Therefore, this paper addresses the development of the PAI monitor-
ing algorithm, which can improve the estimation accuracy for activities that have previ-
ously shown EE estimation difficulty, such as stair ascent. For continuous and long-term 
monitoring, the proposed algorithm must be embedded in wearable devices. Therefore, 
we propose a simple algorithm that combines heart rate and acceleration data with a 
decision tree and multiple regression analysis. The algorithm proposed in this paper is 
expanded from the algorithm using only accelerations described previously in the lit-
erature [7, 8]. The heart rate information is used to resolve difficulties associated with 
applications that are based solely on acceleration data.

Methods
This study represents two major improvements over our previous study [8]. First, the 
number of locomotive activity classification groups has been increased from one to two. 
Second, the number of parameters used in our multiple-regression models for estimating 
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PAI data has also been increased. We also conducted experiments for the development 
and evaluation of the estimation algorithms proposed in the present study.

Signal processing

This paper presents a classification algorithm for increasing the number of classification 
groups used in locomotive activities. The algorithm uses the following three indices: fil-
tered synthetic acceleration (ACC fil), ratio of unfiltered synthetic acceleration to filtered 
synthetic acceleration (RUF) and the percentage of heart rate reserve (%HRR). This sec-
tion describes the method used for signal processing of acceleration data and heart rates 
to calculate these three indices.

Triaxial acceleration

The measured triaxial acceleration is processed in a manner similar to that described 
in our previous study [8]. First, signals from a triaxial accelerometer were run through 
a high-pass filter with a 0.7 Hz cut-off frequency to remove the gravitational accelera-
tion component, for reasons presented in our earlier report [7]. Fast Fourier transform 
analysis revealed that for locomotive activities, peak power appeared at a frequency of 
1.0  Hz or higher. The peak frequency and walking pace also increased proportionally. 
For household activities, the peak power appeared at 1.0 Hz or less. The mean frequency 
of the peak was 0.29 ± 0.19 Hz. The peak value of household activities is strongly influ-
enced by the gravitational acceleration component because of a change in body posi-
tion. If this influence is removed, the peak value in household activities becomes 1 Hz 
or higher [7]. Therefore, the cut-off frequency was set as 0.7 Hz (mean + 2SD) to remove 
the influence of gravitational acceleration on household activities and ensure that accel-
eration signals during locomotive activities were not affected. Subsequently, the syn-
thetic acceleration along three axes, the anteroposterior axis (X), mediolateral axis (Y) 
and vertical axis (Z), with the vector magnitude equal to 

√
X2 + Y 2 + Z2 , was calculated 

using raw (unfiltered) acceleration signals and the values were then run through a high-
pass filter. Finally, the ratio of unfiltered to filtered signals was calculated to classify the 
activities as household or locomotive activities. ACC fil is defined as the mean value of 
the synthetic acceleration obtained from the filtered signal during each activity, and is 
calculated by averaging the mean values of the synthetic acceleration every 10 s.

Percentage heart rate reserve (%HRR)

Our methodology uses %HRR, as defined in Eq. (1) below, which was obtained from the 
available literature [27].

The heart rate during activity  (HRact) represents the mean value of the average heart 
rate every 10  s during activities, while the heart rate at rest  (HRrest) is defined as the 
mean value of the average heart rate over a resting period of 7 min. The maximum heart 
rate  (HRmax) is calculated based on the Karvonen formula as

(1)%HRR =
HRact −HRrest

HRmax −HRrest
× 100

(2)HRmax = 220− Age
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Estimation algorithm

Algorithm for physical activity classification

The first major improvement is to increase the number of classification groups. The pre-
vious decision tree classifies the physical activities into three groups, namely sedentary, 
household and locomotive [8]. In this study, the new node to classify into middle-inten-
sity group (MIG) or high-intensity group (HIG) was appended to the previous decision 
tree. Sedentary is defined as an activity which has a near-resting energy expenditure, 
such as sitting. Household activity is defined as a PA excluding locomotion, which never-
theless shows over one MET, such as vacuuming and washing dishes. Although our pio-
neering study assessed the possibility of increasing the number of classifications within 
the locomotive activity group [28], this study expanded that concept by further classify-
ing locomotive activities into MIG and HIG activities. These groups were classified using 
%HRR in the proposed decision tree to utilize the correlation between PAI and %HRR.

We define MIG activities as activities involving six or less METs, such as walking at 
a normal speed. HIG activities are defined as activities involving more than six METs, 
such as jogging and stair ascent. This value (six METs) reflects a cut-off value in the 
guidelines established by the American College of Sports Medicine [29]. Figure 1 shows 
the decision tree used for our PA group classifications.

A previous study divided locomotive activity from other activity groups used by ACC fil 
and RUF. Locomotive activity is divided into two additional groups by %HRR.

Estimation of METs as EE

The second improvement involves an increase in the number of independent variables 
used in the multiple-regression model for PAI estimation. This paper proposes five mul-
tiple-regression models using software (SPSS Statistics 24, SPSS24; IBM Corp., Armonk, 
NY). The forced entry method was employed to confirm the influence of quantities of 
certain parameters used in the respective regression models to obtain the estimation 
results. Table  1 presents the parameters used in each of the proposed models. In this 
study, four parameters were selected, including acceleration, %HRR, body mass index 
(BMI) and weight. BMI was used not only as the weight value but also as a characteristic 
representing body shape.

The accuracies of the proposed models were compared based on the mean absolute 
percentage error (MAPE) of estimated MET values produced by the leave-one-out 
cross-validation. In this process, one part of the data observation serves as the valida-
tion set and the other serves as the training set. The cross-validation process was then 
repeated for a number of subjects, with each subject used only once to obtain the vali-
dation set. The results from the respective subjects were averaged to produce a single 

Physical
Activity ACCfil

Sedentary
Activity

Household
Activity

Locomotive
Activity %HRR

Middle Intensity
Group

High Intensity
Group

the decision tree in previous study[8] the decision tree appended in this study

RUF

Fig. 1 Proposed decision tree for the new algorithm
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estimate. Based on a comparison of the results, the most suitable multiple-regression 
model was selected for our study.

Experimental methods

To develop and evaluate the proposed classification algorithm and the EE estimation 
model, we measured the METs, triaxial acceleration and RRIs of volunteer test subjects 
as they performed various activities (Fig. 2a).

Subjects

A total of 42 volunteers participated in the experiments for this study, which were con-
ducted at the National Institute of Health and Nutrition (NIHN) in Tokyo, Japan, fol-
lowing the guidelines laid down in the Declaration of Helsinki. All procedures involving 
human subjects were approved by the Ethical Committees of NIHN and by Omron 
Healthcare Co., Ltd. Subjects were excluded from the study if they showed any contrain-
dication to exercise, or if they were physically unable to complete an activity. Approxi-
mately five subjects were chosen from each 10-year age range and gender (Table 2).

The weights and heights of all subjects were measured to produce a BMI for each. The 
age, gender, height, weight and BMI distributions of the test subjects are listed in Table 2. 
Details related to the purposes and procedures involved in this study were explained to 

Table 1 List of features for each proposed model

Model Features

Prop. 01 ACC fil

Prop. 02 HRR

Prop. 03 ACC fil, HRR

Prop. 04 ACC fil, HRR, BMI

Prop. 05 ACC fil, HRR, weight

Previous ACC fil

a b c d

Fig. 2 a Subject during measurement. b Location of Health Patch MD and HJA-750C. c Health Patch MD. d 
Activity monitor (HJA-750C)
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subjects before measurements were taken, with prior written informed consent obtained 
from all subjects.

Experimental setup for data measurement

The study required the monitoring of triaxial acceleration, RRI and EE for various physi-
cal activities conducted for a set period. Test subjects performed 23 distinct activities 
(including resting in a seated position), during which their triaxial acceleration and RRI 
values were recorded using the Health Patch MD function (Vital Connect Inc., San Jose, 
Ca). In this study, heart beats per minute were converted from those recorded RRI by 
Health Patch MD and used to calculate %HRR; it was developed for 24-h monitoring. 
A clinical validation of this device has been provided in a previous report [30], and an 
activity monitor (HJA-750C; Omron Healthcare Co., Ltd., Kyoto, Japan) was positioned 
at each subject’s waist. Figure 2b shows the location of these devices.

During each activity, the subjects’ exhaled respiration was collected in a Douglas bag. 
The EE values were estimated from volumes of oxygen and carbon dioxide, reported as 
 VO2 and  VCO2, respectively, using Weir’s equation [31]. For reference, the MET val-
ues were calculated by dividing the EE during the activities by the measured resting 
metabolic rate. This study specifically addressed eight activities, including stair ascent/
descent, walking (three speeds), walking with load (two patterns) and jogging, all of 
which were identified as locomotive activities. These experiments were conducted in a 
controlled laboratory setting. The  HRrest utilized average heart rate data, after excluding 
the first 3 min, for 10 min of sitting. For six of the activities (excluding stair ascent and 
descent), the subjects were instructed to walk at a speed determined using a pace leader. 
Stair ascent and descent were evaluated with the subjects selecting their own speed. 
Table 3 shows the speed and time for each of the eight activities.

Results
Measurement results

Table 4 shows averages and standard deviations (SDs) of METs and %HRR for each 
activity; the respective numbers of test subjects for the eight activities are also 
listed. Measurements for two of the subjects could not be conducted for any activity. 

Table 2 Physical characteristics of subjects (N = 42)

Age groups N Age (years) Height (cm) Weight (kg) BMI (kg/m2)
Avg. (SD) Avg. (SD) Avg. (SD) Avg. (SD)

Male

 20–30 6 26.2 (3.1) 169.0 (7.2) 66.3 (10.6) 23.1 (2.0)

 30–40 4 36.3 (2.8) 171.1 (3.1) 65.6 (15.2) 22.3 (4.4)

 40–50 6 43.2 (3.9) 173.1 (6.2) 73.1 (12.1) 24.4 (3.6)

 50–60 5 52.2 (1.8) 171.5 (2.3) 68.4 (13.1) 23.2 (3.9)

Female

 20–30 5 23.0 (2.3) 157.3 (4.5) 49.1 (5.1) 19.8 (1.5)

 30–40 6 32.5 (3.4) 163.1 (11.0) 59.0 (14.9) 22.0 (4.2)

 40–50 5 43.0 (4.2) 155.9 (5.7) 52.8 (17.1) 21.6 (6.4)

 50–60 5 52.8 (1.3) 158.1 (2.2) 59.4 (8.0) 23.8 (3.2)



Page 8 of 18Nakanishi et al. BioMed Eng OnLine  (2018) 17:100 

Measurement failures occurred during a number of activities for several subjects; 
these results were excluded from the study. In stair ascent and jogging activities, MET 
values of more than six were defined as HIG activities. Because the other six activities 
always have MET values less than six, they were defined as MIG activities.

The ACC fil and %HRR measurement results for the eight locomotive activities are 
presented in Fig.  3. Table  5 presents the statistical results of the METs, ACC fil and 
%HRR analyses. The three indexes were analysed by using linear mixed effect model 
with SPSS statistics 24. The all indexes have significant differences between MIG and 
HIG (pairwise comparisons, p < 0.05). Figure 3a shows the relation between MET and 
ACC fil results for each activity. In MIG, the mean − 3SD of ACC fil was 25.3 [mG] and 
the mean + 3SD was 562.8 [mG]. The stair ascent results followed the same distribu-
tion trends as those reported in our previous study [8]. The distribution of the latter is 
depicted in Fig. 3a.

The ACC fil of MIG correlates with the METs (r = 0.680), as the ACC fil of HIG does 
(r = 0.688). Figure  3b presents the relation between METs and %HRR. The mean 
+ 3SD of the %HRR for HIG was 102.15%, whereas the mean − 3SD of %HRR for HIG 
was 13.11%. The %HRR result of HIG activity had a relatively large SD (= 14.34), as 
shown in Table 5. However, the HIG average %HRR was more than twice as large as 
the average %HRR for MIG. Additionally, there were two distributions separated at 

Table 3 Eight locomotive activities evaluated in this paper

Activity Speed Time (min)

Stair descent Self-selected 2.5

Stair ascent Self-selected 2

Slow walking 55 m/min 5

Normal walking 70 m/min 5

Brisk walking 100 m/min 5

Normal walking with load (3 kg) 70 m/min 5

Slow walking with load (5 kg) 55 m/min 5

Jogging 130 m/min 4

Table 4 %HRR and measured METs for each activity

Activity N %HRR [%] METs

Avg. SD Avg. SD

MIG

 Stair descent 36 15.45 7.11 2.73 0.39

 Slow walking (55 m/min) 33 18.81 9.10 3.35 0.54

 Normal walking (70 m/min) 29 23.37 9.14 3.75 0.50

 Brisk walking (100 m/min) 30 34.16 11.87 5.12 0.88

 Slow walking with Load (5 kg) 33 27.01 9.50 4.03 0.46

 Normal walking with Load (3 kg) 29 26.92 9.99 4.24 0.65

HIG

 Stair ascent 30 51.22 8.52 7.42 0.87

 Jogging (130 m/min) 23 67.34 15.37 9.50 1.64
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around 40%, and correlation existed between %HRR and METs of the MIG (r = 0.756) 
and HIG (r = 0.573).

Classification and MET Estimation Result

We used a decision tree to further classify the locomotive activity into two groups 
according to %HRR. For PA classification, this study first identified the %HRR values for 
which the classification accuracy of MIG and HIG was the highest. Figure 4 shows the 
relation between %HRR and the classification accuracy of MIG and HIG. As a result, the 
%HRR with the highest observed classification accuracy was 40.15%. This was close to 
the boundary value between Light and Moderate (%HRR = 40%) for classifying activities 
by %HRR established in the ACSM guidelines. For this reason and for simplification, the 
threshold for HIG and MIG was set at 40% instead of 40.15%.

Table 6 shows the classification accuracy for each activity. For activities in MIG, 91.6% 
were correctly classified. For activities in HIG, 94.3% were correctly classified, while 5.7% 
were misclassified into MIG.

As described in “Estimation of METs as EE” section, validation results were produced 
by the leave-one-out cross-validation method. This approach involves utilizing one part 
of the observed data as the validation set and the remaining observations as the training 

a b

Fig. 3 Measurement results from the eight activities. a Relation between ACC fil and METs.  rHACC  is the 
correlation coefficient of the relation between ACC fil and METs in HIG, and  rMACC  is the correlation coefficient 
of MIG. b Relation between HRR and METs. The correlation coefficient of the relation between %HRR and 
METs is  rHHR for HIG and  rMHR for MIG

Table 5 Statistical results of measurement indices

The p-value obtained from the pairwise comparisons between MIG and HIG of each index by using linear mixed effect 
model

Index p value MIG (n = 190) HIG (n = 53)

Avg. SD Avg. SD

ACC fil [mG] < 0.001 294.1 89.6 545.8 367.9

%HRR [%] < 0.001 23.96 11.20 58.2 14.3

METs < 0.001 3.83 0.95 8.3 1.6
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Fig. 4 Relation between classification accuracy of MIG and HIG and %HRR

Table 6 Results of group classification using the proposed decision tree

Percentage of classified result

Classified as MIG [%] Classified 
as HIG [%]

MIG 91.6 8.4

 Stair descent 100.0 0.0

 Slow walking (55 m/min) 100.0 0.0

 Normal walking (70 m/min) 96.6 3.4

 Brisk walking (100 m/min) 76.7 23.3

 Slow walking with load (5 kg) 87.9 12.1

 Normal walking with load (3 kg) 86.2 13.8

HIG 5.7 94.3

 Stair ascent 6.7 93.3

 Jogging (130 m/min) 4.3 95.7

Table 7 MAPE of respective estimated results [%]

Proposed multiple-regression models HJA-750C

Activity Prop. 01 Prop. 02 Prop. 03 Prop. 04 Prop. 05 N

Stair descent 31.6 22.9 21.6 22.0 22.3 36 28.6

Slow walking (55 m/min) 12.1 11.1 8.8 9.0 8.8 33 13.2

Normal walking (70 m/min) 13.6 11.5 12.1 12.6 12.4 29 11.9

Brisk walking (100 m/min) 18.7 17.9 15.9 17.4 16.8 30 11.8

Slow walking with load (5 kg) 18.6 15.8 16.2 17.0 16.4 33 15.8

Normal walking with load (3 kg) 17.5 17.0 16.7 17.7 16.9 29 10.5

Stair ascent 11.7 13.5 10.0 10.5 10.5 27 58.7

Jogging (130 m/min) 13.5 14.7 12.8 12.4 11.8 23 11.4

MIG 19.0 16.2 15.3 16.1 15.7 189 15.8

HIG 12.4 13.8 11.1 11.1 10.8 50 36.9
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set. The parameters used for each model are shown in Table 1. Table 7 shows the average 
MAPE values for the respective processes. First, we focused on the examination of HIG. 
The results showed no clear differences for Props. 03, 04 and 05. By contrast, the MAPE 
produced by Props. 01 and 02, which used only acceleration or %HRR, were 1.3–3.0% 
larger, respectively, than those of the other three models associated with HIG. As a result 
of comparison with the previous algorithm (HJA-750), Prop. 05 was the most improved, 
and its value was the result of reducing the MAPE by 26.1%. This result, therefore, indi-
cated a significant improvement. Next, attention was paid to stair ascent, which is dif-
ficult to estimate. All models showed great improvement and Prop. 03 provided the 
lowest MAPE at 10.0%, for stair ascent. In addition, examination of MIG indicated that 
Prop. 03 with a MAPE of 15.3% performed better than the other models. In addition, 
the errors of the proposed models were almost the same as those found for the previous 
model (HJA-750C).

The MAPE for each PA was calculated for the five proposed models. Prop. 01 used only 
ACC fil, Prop. 02 used only %HRR, Prop. 03 used both ACC fil and %HRR, Prop. 04 added 
BMI to Prop. 03 and Prop. 05 added weight to Prop. 03. The HJA-750C results were also 
presented for comparison. HJA-750C estimated METs using the earlier reported algo-
rithm, which used acceleration and treated the MIG and HIG as one group with regard 
to locomotive activity, where N is the number of subjects.

Based on the results of the leave-one-out cross-validation, Prop 3 should be selected 
as the most suitable model for the purpose of this paper. Because the number of features 
used by Prop.3 is the smallest and the calculation amount can be made small, although 
there was no clear difference between the MAPE values for Props. 04 and 05. This paper 
selected Prop. 03 results to confirm the error trends, recalculating the multiple-regres-
sion models for MIG and HIG using all measured data as the training data. The resulting 
regression equations for MIG and HIG are shown, respectively, in Eqs. (3) and (4) below.

Figure 5 shows the relation between the estimation error and the METs, which was 
estimated using Prop. 03 and the previous model (HJA-750). The solid lines depict the 
mean values of MIG and HIG, while the dashed lines represent 95% prediction inter-
vals (PI) of error. Table 8 presents the statistical results of the estimation error. The MIG 
result using the proposed model had a few fixed biases because the 95% confidence 
interval (CI) of the average ranged from 0.07 to 0.31. However, there was no propor-
tional error (r = 0.005). The HIG results obtained using the proposed model showed no 
fixed bias because the 95% CI of the average ranged from − 0.48 to 0.21. However, there 
was a proportional error (r = − 0.543). Some stair ascent results showed errors that were 
less than − 3.0 METs, although all errors corresponding to the results of the previous 
model were less than − 3.0 METs.

The results obtained using our previous model and the proposed model is com-
pared in Table 9. The MAPE of MIG and HIG in Table 9 were calculated from all data 
defined in their groups. The results showed that the MAPE and MPE using the pro-
posed model was improved compared to the previous algorithm for the MIG and HIG 

(3)MIG:METsest = 0.0043 · ACCfil + 0.047 · %HRR+ 1.4238

(4)HIG:METsest = 0.0024 · ACCfil + 0.029 · %HRR+ 5.3113
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a b

c d

Fig. 5 METs and error rates obtained using the proposed model and the algorithm reported earlier: a MIG 
relation with the proposed model, b MIG result from the previous model, c HIG relation with the proposed 
model and d HIG result from the previous model

Table 8 Statistical results of estimation based on all data

MIG HIG

Proposed Previous Proposed Previous

Average 0.19 0.01 − 0.14 − 2.35

Upper confidence interval of the average (95%) 0.31 0.11 0.21 − 1.64

Lower confidence interval of the average (95%) 0.07 − 0.09 − 0.48 − 3.06

Upper prediction interval (95%) 1.84 1.40 2.41 2.73

Lower prediction interval (95%) − 1.46 − 1.38 − 2.68 − 7.44

Table 9 MAPE and MPE for the eight activities

The p-values were obtained by Wilcoxon signed-rank test for each activity between proposed and previous in MPE. There 
was a significant difference in three activities in MPE (p < 0.05)

Activity MAPE [%] MPE [%]

Prop. Prev. Prop. Prev. p-value

Stair descent 21.22 28.56 20.02 26.63 0.004

Slow walking 8.19 13.2 − 0.04 5.06 0.810

Normal walking 11.48 11.88 2.65 3.94 0.381

Brisk walking 15.59 11.79 4.27 − 2.15 0.614

Slow walking with load (5 kg) 15.82 15.84 1.44 − 15 < 0.001

Normal walking with load(3 kg) 16.23 7.47 4.31 − 1.87 0.873

Stair ascent 9.61 58.70 – 2.24 − 58.70 < 0.001

Jogging 11.66 11.41 2.1 2.47 0.927

MIG 14.88 15.31 5.77 3.32 0.611

HIG 10.50 36.95 − 0.36 − 30.56 < 0.001
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activities; especially, the MAPE for HIG improved by 26.45% (= 36.95–10.50). It was 
confirmed whether there was a significant difference in MPE as the error distribution 
between proposed and previous results with Wilcoxon signed-rank test by using SPSS 
statistics 24. In three activities including stair ascent, there were significant differ-
ences (p < 0.05) in the MPE values associated with results in this study and our previ-
ous results.

Additionally, we confirmed the error distribution based on the classification results 
presented in Fig.  6. The PI of the correct classification data for the MIG ranged from 
− 1.036 to 1.033 METs, although the PI of the HIG ranged from − 2.32 to 2.28 METs. 
Large errors were found for both groups when the results were incorrectly classified. 
The MIG errors had a mean value of 2.29 METs, whereas the HIG errors had a mean of 
approximately − 3 METs.

In this paper, MAPE (i.e. the estimation accuracy) was compared with other algo-
rithms using a random forest and REPTree. These are machine learning methods which 
use decision trees. The results are shown in Table 10. Although the data used for estima-
tion and the number of activities were different, their results showed no clear differences 
between the proposed and others. The result of Luštrek [11] is better than proposed 
result. However, as described in Table 9, the MAPE of jogging using the proposed model 
is 11.66% and can be confirmed to be lower than the result of Luštrek [11].

In addition, the estimation accuracy during stair ascent was compared with other algo-
rithms, as an example of activities difficult to estimate. Table 11 lists the results com-
pared with those obtained using other algorithms, which indicates that the proposed 
model has an advantage over other estimation methods, excluding the method of Wang. 

Fig. 6 Relation between the error and the result of classification. The straight line shows the average value 
with correct classifications, while dashed lines represent 95% prediction interval. UPI and LPI are the upper 
and lower prediction intervals, respectively

Table 10 Mean absolute percentage error compared with other algorithms

a This value was calculated as the MAPE to the mean value of METs at two different speeds

Author Algorithm Refs. Number of features Activity MAPE [%]

Proposed Classification tree
Multi-regression model

2 6 different walks, 
jogging, stair

13.9

Mitja Luštrek REPTree [11] 8 (accelerometer) Running 12.6a

Hristija Gjoreski Random forest
Multiple Contexts Ensemble

[12] 128 (accelerometer) Walk, running 15.7
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Note that the proposed method was realized with fewer features, and the difference in 
accuracy was only 0.3%.

Discussion
This paper proposes an algorithm to estimate METs for daily-life activities, includ-
ing those for which MET estimation is difficult, such as stair ascent. Table 9 shows the 
MAPE and MPE of the respective activities. The proposed algorithm achieved higher 
accuracy in both MIG and HIG compared to the previous algorithm available in the 
commercial product HJA-750. MAPE decreased by 0.43% in MIG and 26.45% in HIG, in 
comparison with the previous model. Specifically, the estimation accuracy of stair ascent 
activity was clearly increased. In terms of the stair ascent activity, MAPE was 9.61%. 
However, the MAPE of METs with the previous model (HJA-750C) was 58.70%. The 
MAPE of the proposed model was estimated to be 49.09% smaller than that of the previ-
ous model, which is an improvement of approximately 84%. These results demonstrate 
the superiority of the proposed model for accurate MET estimation for HIG, including 
that for the stair ascent activity.

We confirmed the error derived from comparing the proposed model and our previ-
ous model (HJA-750C) for MET estimation. The relation between METs and error rates 
was confirmed when all data were used as training data. Figure 5c, d show the relation 
between the error rate and METs for HIG. These figures clarify that the use of the pro-
posed model results in a significant improvement over the previous model with respect 
to estimation accuracy. This improvement is supported by the data in Table  8, where 
95% PI of the proposed model ranged from − 2.68 to 2.41, whereas the PI obtained using 
the previous model ranged from − 7.44 to 2.73. These results indicated a clear improve-
ment over the previously used algorithm.

The results obtained in this study were evaluated through comparisons with previ-
ous algorithms [9, 11, 12, 19, 22, 32]. Table 10 shows the results of our comparison 
with other algorithms using machine learning. There were no clear differences using 
the proposed model. Although it is a comparison with different datasets, it was pos-
sible to obtain an estimation accuracy similar to that of machine learning methods, 
only we accomplished this with a very simple algorithm. These results strongly sug-
gest that the proposed algorithm represents a significant improvement over other 
versions and methods. Table 11 presents the MPE results for stair ascent and descent. 

Table 11 MPE in stair ascent with other algorithms

a ‘Count’ is the index calculated from acceleration using ActiGraph

Algorithm Refs. Features Activity MPE [%]

Proposed model Accelerometer, %HRR Stair ascent/descent 9.90

ActiGraph new 
2-regression model

[9] Count Stair ascent/descent − 11.76

Actiheart combined 
activity and HR 
algorithm

[22] Counta HR Stair ascent/descent − 20.51

Proposed model Accelerometer,  %HRR Stair ascent − 2.24

Matteo Voleno [19] Accelerometer, barometer Stair ascent 6.6

Jinging Wang [32] 21 features (form accelerometer 
and barometer)

Stair ascent − 1.96
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An improvement in accuracy of about 10% was observed compared to the result of 
the Actiheart combined activity and the HR algorithm, and the MPE of the proposed 
model was lower by about 2% for the ActiGraph 2-regression model. Therefore, the 
proposed model demonstrates better estimation accuracy than other algorithms that 
use acceleration and heart rate data.

Similar results were found for the MPE in stair ascent compared to other algorithms 
that use an accelerometer and a barometer. The result reported by Voleno et al. [19] was 
6.6%. The MPE of the proposed model was lower. The algorithm reported by Wang et al. 
[32] was slightly better than our proposed model, by about 0.3%. According to Table 4, 
the METs during stair ascent were about seven and the difference between the proposed 
model and Wang’s [32] amounted to about 0.08. Thus, there was a very little difference 
between the proposed algorithm and Wang’s algorithm [32]. In addition, Wang’s algo-
rithm [32] used 13 parameters, while our proposed algorithm used only two parameters 
and a simple decision tree. Therefore, the processing overhead required by our proposed 
algorithm was less than that put forward by Wang [32]. In addition to these advantages, 
our proposed algorithm can be implemented with relatively low power consumption.

Considering the causes of error, this study confirmed the relation between error 
rate and classification results. As depicted in Fig. 6, a large error rate in MIG (over 
two METs) was traceable to misclassification issues. Assuming that these can be elim-
inated, the revised 95% prediction interval would be − 1.04 to 1.03, which is better 
than that obtained with HJA-750C (− 1.38 to 1.40). Therefore, it is clear that the most 
effective means of improving error rates using the proposed model is to suppress mis-
classification. To achieve this, it is necessary to revise the equation of %HRR calcula-
tion and to add individual adjustments.

The result of the classification accuracy is described in Table 6. The average classifica-
tion accuracy was higher than 91% for both MIG and HIG. Thus, one can reasonably 
conclude that our proposed decision tree is appropriate. However, the classification 
result of brisk walking was relatively low (76.7%) compared to those of other activities. 
The results showed that the %HRR trends for misclassified subjects differed from other 
results that were classified correctly. To ascertain the cause of these %HRR trend dif-
ferences, physical information related to misclassification of subjects who were walking 
briskly was examined more closely. It was found that five out of the seven misclassified 
subjects were female, even though the male/female ratio for all test subjects was 50%. 
These results suggest that sex has a strong effect on %HRR.

To address this issue, it is necessary to consider sex %HRR calculation, as reported by 
Whyte et al. who used equations for calculating the maximum heart rate that considered 
sex and age [33]. For example, in the case of sedentary females, Eq. 5 below was used.

The adoption of this equation makes it possible to improve the maximum heart rate 
accuracy estimation utilized in %HRR calculation.

In addition, subjects with a BMI of over 25 were 30% of all subjects, while those 
with a BMI over 25 (for brisk walking) were misclassified 57% of the time. This result 
suggests that BMI also affects %HRR accuracy and that adjusting %HRR to reflect 
individual BMI values would also improve the classification accuracy.

(5)HRmax

(

Sedentary Female
)

= 221− 1.09 · Age
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Another key to improving %HRR is adjusting it to reflect an individual’s resting heart 
rate. More specifically, because our algorithm can classify resting intervals, %HRR can 
be recalculated and adjusted using the heart rate obtained while the individual is resting, 
making it possible to improve the overall classification accuracy. In our experiments, 
%HRR was obtained from the heart rate obtained in a resting state (i.e. sitting position), 
which can be frequently observed. Therefore, we believe that setting and recalibrating 
the resting heart rate from the daily measurement of heart rate can further improve the 
calculation of %HRR.

In this study, as a first attempt to develop an EE estimation algorithm for daily life 
activities, the proposed algorithm was developed and evaluated using a dataset which 
is the measurement results of limited activities conducted by 42 subjects in a controlled 
laboratory setting. Although the data are limited by the number of subjects, these results 
confirmed that the proposed model is useful to estimate the METs of high-intensity 
activities in daily life, including those for which it is difficult to accurately estimate EE 
using a wearable device. This paper focuses on stair ascent as an activity which is dif-
ficult to estimate, and the proposed algorithm can be expected to improve accuracy in 
other difficult-to-estimate activities, such as cycling and muscle training. The proposed 
algorithm realized concurrent recording of %HRR, acceleration and PAI more accurately 
than previously used methods. Hence, the proposed algorithm appears to be very prom-
ising for future health guidance.

Conclusions
We proposed an algorithm which can estimate METs as physical activity intensity data, 
especially during high-intensity activities in daily life, including stair ascent. The results 
of our study are supported by two major improvements. First, we used %HRR to classify 
locomotive activities into two more groups using decision trees. Furthermore, we pro-
posed five multiple-regression models and selected the most suitable one for our pur-
poses based on leave-one-out cross-validation. As a result, the proposed model showed 
a MAPE of 10.5%, which was 26.45% smaller than that of the previous model, or an 
improvement of approximately 72%—an 84% reduction in the mean absolute percent-
age error for stair ascent compared to an earlier model (HJA-750C). Also, the MPE was 
improved by about 10% compared to the other algorithm that also combined heart rate 
and acceleration. These results indicate that the proposed algorithm can estimate METs 
with improved accuracy during daily-life activities including those that are difficult to 
estimate, such as stair ascent.
Authors’ contributions
All authors have made substantial contributions to the study. SN, TA, SN, CU, TA and ST designed the experiments and 
acquired experimental results. MN analysed the data and wrote the paper. MN, SI, SN, TA, SN, CU, TA and ST participated 
in discussions regarding the analysed results and provided guidance. SI, HK, MY, TS and ST supervised this study and 
proofread the manuscript. All author reviewed and revised this paper prior to giving their final approval. All authors read 
and approved the final manuscript.

Author details
1 Omron Healthcare Co., Ltd., 53 Kunotsubo, Terado-cho, Muko, Kyoto 617-0002, Japan. 2 The Institute of Scientific 
and Industrial Research Osaka University, 8-1 Mihogaoka, Ibaraki, Osaka 567-0047, Japan. 3 The Graduate School of Sys-
tem Informatics, Kobe University, 1-1 Rokkodai, Nada, Kobe, Hyogo 657-8501, Japan. 4 The Section of Energy Metabolism, 
Department of Nutrition and Metabolism, National Institute of Health and Nutrition, National Institutes of Biomedical 
Innovation, Health and Nutrition, 1-23-1 Toyama, Shinjuku, Tokyo 162-8636, Japan. 5 Division of Bioengineering, Graduate 
School of Engineering Science, Osaka University, 1-3 Machikaneyama, Toyonaka, Osaka 560-8531, Japan. 6 Department 
of Communication, Division of Human Science, Tokyo Woman’s Christian University, 2-6-1 Zempukuji, Suginami-ku, Tokyo 



Page 17 of 18Nakanishi et al. BioMed Eng OnLine  (2018) 17:100 

167-8585, Japan. 7 Department of Nutritional Epidemiology and Shokuiku, National Institute of Health and Nutrition, 
National Institutes of Biomedical Innovation, Health and Nutrition, 1-23-1 Toyama, Shinjuku, Tokyo 162-8636, Japan. 

Acknowledgements
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Availability of data and materials
The datasets generated and analysed during the current study are not publicly available due to contract on data han-
dling with subjects, NIHH and Omron Healthcare Co., Ltd. but are available from the corresponding author on reasonable 
request.

Consent for publication
Not applicable.

Ethics approval and consent to participate
All procedures involving human subjects were approved by the Ethical Committees of National Institute of Health and 
Nutrition (No.20140226-01) and by Omron Healthcare Co., Ltd.(OHQ-GT-14021B).

Funding
This research was partially supported by the Ministry of Economy, Trade and Industry (METI), the New Energy an Indus-
trial Technology Development Organization (NEDO) and a grant from the Tateishi Science and Technology Foundation.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 12 February 2018   Accepted: 21 July 2018

References
 1. Coleman KL, Smith DG, Bone DA, Joseph AW, del Agulia MA. Step activity monitor: long term, continuous recording 

of ambulatory function. J Rehabil Res Dev. 1999;36:8–18. https ://doi.org/10.1515/bmt-2017-0104.
 2. Khan AM, Lee YK, Lee SY, Kim TS. A triaxial accelerometer-based physical-activity recognition via augmented-signal 

features and a hierarchical recognizer. IEEE Trans Inf Technol Biomed. 2010;14(5):1166–72. https ://doi.org/10.1109/
titb.2010.20519 55.

 3. Bassett DR, Ainsworth BE, Swartz AM, Strath SJ, O’Brien WL, King GA. Validity of four motion sensors in measuring 
moderate intensity physical activity. Med Sci Sports Exerc. 2000;32:S471–80. https ://doi.org/10.1097/00005 768-
20000 9001-00006 .

 4. Matthews CE. Calibration of accelerometer output for adults. Med Sci Sports Exerc. 2005;37:S512–22.
 5. Welk GJ, Blair SN, Wood K, Thompson RN. A comparative evaluation of three accelerometry-based physical activity 

monitors. Med Sci Sports Exerc. 2000;32:S489–97. https ://doi.org/10.1249/01.mss.00001 85659 .11982 .3d.
 6. DeGonzalo R, Celks P, Renevey P, Dasen S, Solà J, Bertschi M, Lemay M. Physical activity profiling: activity-specific step 

counting and energy expenditure models using 3D wrist acceleration. In: Proc. IEEE eng. med. biol. soc. Milan, Italy: 
IEEE; 2015. p. 8091–8094. https ://doi.org/10.1109/embc.2015.73202 71.

 7. Oshima Y, Kawaguchi K, Tanaka S, Ohkawara K, Hikihara Y, Ishikawa-Takata K, Tabata I. Classifying household and 
locomotive activities using a triaxial accelerometer. Gait Posture. 2010;31:370–4. https ://doi.org/10.1016/j.gaitp 
ost.2010.01.005.

 8. Ohkawara K, Oshima Y, Hikihara Y, Ishikawa-Takata K, Tabata I, Tanaka S. Real-time estimation of daily physical activity 
intensity by a triaxial accelerometer and a gravity-removal classification algorithm. Br J Nutr. 2011;105:1681–91. 
https ://doi.org/10.1017/s0007 11451 00054 41.

 9. Crouter SE, Clowers KG, Bassett DR Jr. A novel method for using accelerometer data to predict energy expenditure. J 
Appl Physiol. 2006;100:1324–31. https ://doi.org/10.1152/jappl physi ol.00818 .2005.

 10. Cvetković B, Milić R, Luštrek M. Estimating energy expenditure with multiple models using different wearable sen-
sors. IEEE J Biomed Health Inf. 2016;20(4):1081–108. https ://doi.org/10.1109/jbhi.2015.24329 11.

 11. Luštrek M, Cvetković B, Kozina S. Energy expenditure estimation with wearable accelerometers. In: IEEE international 
symposium circuits and systems (ISCAS). Seoul, South Korea: IEEE; 20–23 May 2012. p. 5–8. https ://doi.org/10.1109/
iscas .2012.62719 06.

 12. Gjoreski H, Kaluža B, Gams M, Milić R, Luštrek M. Context-based ensemble method for human energy expenditure 
estimation. Appl. Soft Comput. 2015;37:960–70. https ://doi.org/10.1016/j.asoc.2015.05.001.

 13. Liu S, Gao RX, John D, Staudenmayer JW, Freedson PS. Multisensor data fusion for physical activity assessment. IEEE 
Trans Biomed Eng. 2012;59:687–96. https ://doi.org/10.1109/tbme.2011.21780 70.

 14. Lin CW, Yang YTC, Wang JS, Yang YC. A wearable sensor module with a neural-network-based activity classifica-
tion algorithm for daily energy expenditure estimation. IEEE Trans Inf Technol Biomed. 2012;16:991–8. https ://doi.
org/10.1109/titb.2012.22066 02.

 15. Raj A, Subramanya A, Fox D, Bilmes J. Rao-blackwellized particle filters for recognizing activities and spatial context 
from wearable sensors. In: Experimental robotics. Berlin/Heidelberg: Springer; 2008. p. 211–221. https ://doi.
org/10.1007/978-3-540-77457 -0_20.

https://doi.org/10.1515/bmt-2017-0104
https://doi.org/10.1109/titb.2010.2051955
https://doi.org/10.1109/titb.2010.2051955
https://doi.org/10.1097/00005768-200009001-00006
https://doi.org/10.1097/00005768-200009001-00006
https://doi.org/10.1249/01.mss.0000185659.11982.3d
https://doi.org/10.1109/embc.2015.7320271
https://doi.org/10.1016/j.gaitpost.2010.01.005
https://doi.org/10.1016/j.gaitpost.2010.01.005
https://doi.org/10.1017/s0007114510005441
https://doi.org/10.1152/japplphysiol.00818.2005
https://doi.org/10.1109/jbhi.2015.2432911
https://doi.org/10.1109/iscas.2012.6271906
https://doi.org/10.1109/iscas.2012.6271906
https://doi.org/10.1016/j.asoc.2015.05.001
https://doi.org/10.1109/tbme.2011.2178070
https://doi.org/10.1109/titb.2012.2206602
https://doi.org/10.1109/titb.2012.2206602
https://doi.org/10.1007/978-3-540-77457-0_20
https://doi.org/10.1007/978-3-540-77457-0_20


Page 18 of 18Nakanishi et al. BioMed Eng OnLine  (2018) 17:100 

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your research ?  Choose BMC and benefit from: 

 16. Minnen D, Westeyn T, Ashbrook D, Presti P, Starner T. Recognizing soldier activities in the field. In: 4th international 
workshop on wearable and implantable body sensor networks. Berlin Heidelberg: Springer; 2007. p. 236–241. https 
://doi.org/10.1007/978-3-540-70994 -7_40.

 17. Lin CW, Yang YTC, Wang JS, Yang YC. A wearable sensor module with a neural-network-based activity classification 
algorithm for daily energy expenditure estimation. IEEE Trans Inf Technol Biomed. 2012;16(5):991–7. https ://doi.
org/10.1109/titb.2012.22066 02.

 18. Ohtaki Y, Susumago M, Suzuki A, Sagawa K, Nagatomi R, Inooka H. Automatic classification of ambulatory move-
ments and evaluation of energy consumptions utilizing accelerometers and a barometer. Microsyst Technol. 
2005;11:1034–40. https ://doi.org/10.1007/s0054 2-005-0502-z.

 19. Volen M, Redmond SJ, Cerutti S, Lovell NH. Energy expenditure estimation using triaxial accelerometry and baro-
metric pressure measurement. In: 32nd annual international conf. of the IEEE EMBS. Buenos Aires, Argentina: IEEE; 31 
August–6 September, 2010. p. 5185–5188. https ://doi.org/10.1109/iembs .2010.56262 71.

 20. Yamazaki T, Gen-no H, Kamijo YI, Okazaki K, Masuki S, Nose H. A new device to estimate  VO2 during incline walking 
by accelerometry and barometry. Med Sci Sports Exerc. 2009;41(12):2213–9. https ://doi.org/10.1249/MSS.0b013 
e3181 a9c45 2.

 21. Ohtaki Y, Susumago M, Suzuki A, Sagawa K, Nagatomi R, Inooka H. Automatic classification of ambulatory move-
ments and evaluation of energy consumptions utilizing accelerometers and a barometer. Microsyst Technol. 
2005;11(8–10):1034–40. https ://doi.org/10.1007/s0054 2-005-0502-z.

 22. Crouter SE, Churilla JR, Basset DR Jr. Accuracy of the Actiheart for the assessment of energy expenditure in adults. 
Eur J Clin Nutr. 2008;62:704–11. https ://doi.org/10.1038/sj.ejcn.16027 66.

 23. Li R, Deurenberg P, Hautvast JG. A critical evaluation of heart rate monitoring to assess energy expenditure in indi-
viduals. Am J Clin Nutr. 1993;58:602–7.

 24. Izumi S, Yamashita K, Nakano M, Yoshimoto S, Nakagawa T, Nakai Y, Kawaguchi H, Kimura H, Marumoto K, Fuchigami 
T, Fujimori Y, Nakajima H, Shiga T, Yoshimoto M. Normally off ECG SoC With non-volatile MCU and noise tolerant 
heartbeat detector. IEEE Trans Biomed Circuits Syst. 2015;9:641–51. https ://doi.org/10.1109/tbcas .2015.24529 06.

 25. Zhang X, Lian Y. A 300-mV 220-nW event-driven ADC with real-time QRS detection for wearable ECG sensors. IEEE 
Trans Biomed Circuits Syst. 2015;8:834–43. https ://doi.org/10.1109/tbcas .2013.22969 42.

 26. Jain SK, Bhaumik B. An ultra low power ECG signal processor design for cardiovascular disease detection. In: Proc. 
IEEE eng. med. biol. soc. Milan, Italy: IEEE; 25–29 Aug. 2015. p. 8091–8094. https ://doi.org/10.1109/embc.2015.73184 
97.

 27. Carvalho VO, Guimarães GV, Bocchi EA. The relationship between heart rate reserve and oxygen uptake reserve in 
heart failure patients on optimized and non-optimized beta-blocker therapy. Clinics. 2008;63:725–30. https ://doi.
org/10.1590/s1807 -59322 00800 06000 03.

 28. Nakanishi M, Izumi S, Nagayoshi S, Sato H, Kawaguchi H, Yoshimoto M, Ando T, Nakae A, Usui C, Aoyama T, Tanaka S. 
Physical activity group classification algorithm using triaxial acceleration and heart rate. In: Proc. IEEE eng. med. biol. 
soc. Milan, Italy: IEEE; 25–29 Aug. 2015. p. 510–513. https ://doi.org/10.1109/embc.2015.73184 11.

 29. American College of Sports Medicine. Benefits and risks associated with physical activity. In: ACSM guidelines for 
exercise testing and prescription. 10th ed. Baltimore: Philadelphia, 2017. p. 1–21. 1609139550.

 30. Chan AM, Selvaraj N, Ferdosi N, Narasimhan R. Wireless patch sensor for remote monitoring of heart rate, respira-
tion, activity and falls. In: Proc. IEEE eng med. biol. soc. Osaka, Japan: IEEE; 3–7 July 2013. p. 6115–6118. https ://doi.
org/10.1109/embc.2013.66109 48.

 31. Weir JB. New methods for calculating metabolic rate with special reference to protein metabolism. J Physiol. 
1949;109:1–9. https ://doi.org/10.1113/jphys iol.1949.sp004 363.

 32. Wang J, Redmond SJ, Voleno M, Narayanan MR, Wang N, Cerutti S, Lovell NH. Energy expenditure estimation during 
normal ambulation using triaxial accelerometry and barometric pressure. Physiol Meas. 2012;33:1811–30. https ://
doi.org/10.1088/0967-3334/33/11/1811.

 33. Whyte GP, George K, Shave R, Middleton N, Nevill AM. Training induced changes in maximum heart rate. Int J Sports 
Med. 2008;29:129–33. https ://doi.org/10.1055/s-2007-96578 3.

https://doi.org/10.1007/978-3-540-70994-7_40
https://doi.org/10.1007/978-3-540-70994-7_40
https://doi.org/10.1109/titb.2012.2206602
https://doi.org/10.1109/titb.2012.2206602
https://doi.org/10.1007/s00542-005-0502-z
https://doi.org/10.1109/iembs.2010.5626271
https://doi.org/10.1249/MSS.0b013e3181a9c452
https://doi.org/10.1249/MSS.0b013e3181a9c452
https://doi.org/10.1007/s00542-005-0502-z
https://doi.org/10.1038/sj.ejcn.1602766
https://doi.org/10.1109/tbcas.2015.2452906
https://doi.org/10.1109/tbcas.2013.2296942
https://doi.org/10.1109/embc.2015.7318497
https://doi.org/10.1109/embc.2015.7318497
https://doi.org/10.1590/s1807-59322008000600003
https://doi.org/10.1590/s1807-59322008000600003
https://doi.org/10.1109/embc.2015.7318411
https://doi.org/10.1109/embc.2013.6610948
https://doi.org/10.1109/embc.2013.6610948
https://doi.org/10.1113/jphysiol.1949.sp004363
https://doi.org/10.1088/0967-3334/33/11/1811
https://doi.org/10.1088/0967-3334/33/11/1811
https://doi.org/10.1055/s-2007-965783

	Estimating metabolic equivalents for activities in daily life using acceleration and heart rate in wearable devices
	Abstract 
	Background: 
	Results: 
	Conclusion: 

	Background
	Methods
	Signal processing
	Triaxial acceleration
	Percentage heart rate reserve (%HRR)

	Estimation algorithm
	Algorithm for physical activity classification
	Estimation of METs as EE

	Experimental methods
	Subjects
	Experimental setup for data measurement


	Results
	Measurement results
	Classification and MET Estimation Result


	Discussion
	Conclusions
	Authors’ contributions
	References




