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1. Introduction

In upcoming ubiquitous electronics environment, abundant electronics systems will be disposed in a
sensor, car, robot, home, town, even in a farm, and will be connected through networks. The ubiquitous
electronics support our comfortable and safe life, and require low-power feature since they are supposed to
be powered by a small battery or energy harvesting [1.1].

As the modern life is supported by high-performance silicon electronics, silicon VLSIs such as
microprocessors will become the mainstream also in the ubiquitous electronics environment. Thus, cost
reduction by downsizing and power saving for the abundant electronics systebes keys still in future.

However, the ubiquitous electronics are not achieved only by silicon. Another technology such as organic
electronics complements the silicon system, and realizes a new system as the fusion of the heterogeneous
technologies.

Although the organic circuits are slow in operation speed, cost per area is superior to the silicon circuits.
This enables sparse system such as an area sensor at low cost, and thus the organic circuit is suitable for
large-area sensing. Still in future, silicon SoC (system on a chip) will take charge of high-performance
information processing as well while organic electronics will cover sparse systems such as large-area
sensing.

This paper describes low-power circuit design for both silicon and organic technologies that will
support the ubiquitous electronics environment. Fig. 1.1 briefly illustrates our research topics for the
low-power electronics. In Chapter 2, a flip-flop that can accept a low-swing clock is introduced. This
flip-flop reduces clock power by 2/3 in a silicon digital system. Chapter 3 analyzes delay and noise impacts
caused by capacitance coupling in a scale-down device where there are two voltage domains. The coupling
issue has come up and has to be solved to achieve signal integrity and low-power circuits, in particular,
using supply-voltage domains. In Chapter 4, leakage reduction techniques in a silicon SoC are describes.
The super-cutoff scheme decreases standby leakage in silicon logic circuits to less than 1 pA per gate, and a
dynamic leakage-cutoff SRAM lowers active leakage by exploiting body effect. In Chapter 5, software
approaches to save power of a microprocessor consumed by multimedia applications are introduces. The
Vpp-hopping scheme and low-power RTOS (real-time operation system) adaptively ¢Hénegeency)

and Vpp (supply voltage) of an off-the-shelf microprocessor depending on workload of the multimedia



application. Chapter 6 describes low-power circuit designs in organic large-area sensors. An active matrix
implementation and hierarchical structure adopting double wordlines and double bitlines in the organic
large-area sensors are discussed. The cost comparison between silicon and organic electronics is mentioned

as well. Chapter 7 concludes this paper.

1.1. References

[1.1] A. Kansal, and M. B. Srivastava, “An Environmental Energy Harvesting Frameworks for Sensor
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2. RCSFF (Reduced Clock-Swing Flip-Flop) for 63% Clock

Power Reduction

2.1. Introduction

Four pie charts in Fig. 2.1 show power breakdowns in various VLSIs. The MPU1 is a low-end
microprocessor for embedded use, and MPU2 is a high-end microprocessor with a large amount of cache
memory on a chip. The ASSP1 is a MPEG2 decoder, and ASSP2 is for an ATM switch. The power
breakdowns of the VLSIs differ from product to product. However, it is interesting that a clock and logic
parts consume almost the same power in the VLSIs. The clock part consumes 20% to 45% of the total power,
of which 90% is consumed by flip-flops themselves and the last branches of the clock distribution network
that directly drives the flip-flops [2.1].

One of the reasons for the large power consumed by the clock part is that the transition probability of
the clock is 100% while that of the ordinary logic part is about 1/3 on average. Therefore, in order to achieve
low-power designs, it is important to reduce the clock power. In order to reduce the clock power, it is
effective to reduce a clock swing. This is because the clock power is proportional to either the clock swing
or a square of the clock swing depending on the circuit configuration, which is described later on.

One idea to reduce the clock swing was pursued in the half-swing clocking scheme [2.2], however it
requires four clock lines, which will increase an interconnection capacitance of the clock distribution.
Moreover, routing four clock lines is disadvantageous in area, and skew adjustment is difficult. A dedicated
clock driver output the half-swing clocks, but they are limite¥/gg/2 and an arbitrary value of the clock
swing cannot be taken. The power of the clock driver power is not proportional to a square of the clock
swing but the clock swing itself, which is a drawback in terms of power saving.

This chapter describes a novel flip-flop using a reduced clock swing that requires only one line, which
we call an RCSFF (reduced clock-swing flip-flop) for short. The RCSFF is also beneficial to decrease a

clock capacitance by reducing the number of MOSFETSs that are connected to a clock distribution network.
2.2. Circuits

We propose the RCSFF that can lower the clock swing. Fig. 2.2 shows the schematic diagrams of the

conventional flip-flop and proposed RCSFF. In the conventional flip-flop, the clock swing cannot be
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reduced because pMOSFETSs in the clocked inverters does not completely turn off and a leakage current
flows through the pMOSFETSs. The internal clogkis generated withg and an overhead becomes eminent
even if the two clock lines are distributed.

On the other hand, the RCSFF is composed of a current-latch sense amplifier (master) and reset-set
latch (slave) [2.3]. The current-latch sense amplifier is true single-phase latch. The salient feature of the
RCSFF is that it can accept a reduced clock swing due to the single-phase nature. The clodkswing,
can beaslowas1V.

The transistor count of the conventional flip-flop is 24 while that of the RCSFF is 20 including an
inverter for generating the signal./The number of MOSFETSs that are related to the clock signal in the
RCSFF is also three, which should be compared with twelve in the conventional flip-flop. Since the only
three MOSFETS, P1, P2, and N1 are clocked, the capacitance of the clock distribution network is smaller as
well, which in turn decreases the clock power.

Even if the clock swing is reduced in the RCSFF, an issue is left that the precharge pMOSFETSs, P1 and
P2, do not completely turn off when the clock is “H” at the clock voltagé-@f.. This draws a leakage
current through either P1 or P2. The RCSFF, however, has a leakage-cutoff mechanism. By applying
backgate biasVya, to P1 and P2y, (threshold voltage) of them can be increased, and thus the leakage
current is reduced. Although it will be shown afterwards that the power can be saved even without the
backgate bias, the further power improvement is possible by applying it. The other way to grebRé&
and P2 is using an ion implant, which needs process modification and is usually prohibitive. Therefore, the
ion implant is not considered here, but it is one of the technically promising ways in future. When the clock
stops in a standby mode, it should be at the ground because there is no leakage current even without the

backgate bias.
2.3. Reduced-Swing Clock Drivers

The RCSFF has a reduced-swing clock driver. There are two types of clock drivers, the type A and B,
as shown in Fig. 2.3.

With the type-A driver, the clock swing/co=Voo—NVi, depending on the number of inserted
NMOSFETSs. The power consumption associated with this type of clock driver is only proportigggkto

The type-A driver does not require either a DC-DC converter or external voltage supply so that it is easily



implemented.

On the other hand, in the type&;.« needs to be supplied from either an on-chip DC-DC converter or
external voltage supply. The power is proportional to a squa¥gLf, and thus it is more efficient than the
type-A driver but more difficult to implement since it requires an additional voltage-supply Wg.@fto

each clock driver.
2.4. Operation Wavefor ms

Fig. 2.4 shows typical behavior of the RCSFF simulated by HSPICE Whens 3.3 V with the
type-Al driver. The left half of the figure shows a data acquisition phase, and the right one is a precharge
phase. It can be seen that the clock goes up only to 2.2 V. Now, the dat®jnpatssumed to be “H” when
the clock is asserted. The black-line path in the left figure turns on, and themagbes down to “L” while
P remains “H".P and P drives the low-active reset-set latch, and the outputpbecomes “H”". In the
precharge phase, P1 and P2 are precharged back tQ“&fid Q keep the previous state because Bdth
and P are “H”. The originaMV;, of P1 and P2 is 0.6 V, but that with, of 6 V gets 1.4 V, which is high
enough to cut off leakage current when the clock swing is 2.2 V.

The RCSFF behaves as an edge-triggered flip-flop because if the clock goes @ &hld, P are
determined dependent @) and onceD is latched, the change Bf does not affecP and P thanks to the
cross-coupled inverters.

Let us consider the sizes of the MOSFETs used in the RCSFF. The numbers in Fig. 2.2 signify the gate
widths in um. Sinc® and P can be slowly precharged while the clock is “L”, the gate widths of P1 and P2,
can be minimized to 0.5 pm in this technology. The gate width of N1 should be larger to achieve faster

Clock-to-Q operation. There is a tradeoff between speed and power in choosing optimum gate width for N1.

2.5. Performance Comparison

25.1. Area

Fig. 2.5 (a) is a layout example of the conventional flip-flop and Fig. 2.5 (b) shows the RCSFF case.
The well for P1 and P2 is separated from the normal well in order to apply the backgate bias. Nevertheless,
the area can be reduced by a factor of about 20% compared with the conventional flip-flop. In reality,
however, an extra backgate bias line is needed in the RCSFF, and this 20% advantage is canceled out by the

backgate bias-line overhead.\if, of P1 and P2 was adjusted by ion implant, the area reduction of 20%
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could be enjoyed.
2.5.2. Delay

A HSPICE simulation is carried out assuming typical parameters of a generic 0.5-pm double-metal

CMOS process. The rise time of the clock is assumed to be 0.2 ns in this simulation, but even if the rise time
is changed from 0.2 ns to 0.6 ns, the change in Clock-to-Q delay is less than 0.04 ns. Fig. 2.6 shows the
Clock-to-Q delay characteristics in the RCSFF where the gate width M§\L, is varied as a parameter.
Since delay improvement is saturate®f,>10 pum, this value is used in the area and power estimation.
When a type-Al driver witWgo Of 2.2 V andWgo 0f 10 um are used, the RCSFF improves the delay by
a factor of about 20% compared with the conventional flip-flop.

The setup and hold time in the RCSFF are 0.04 and 0 ns , respectively, regardless of maghitde of

while those in the conventional flip-flop are 0.1 and 0 ns.
2.5.3. Power

Fig. 2.7 shows power characteristics of the RCSFF. The interconnection length of the clock is assumed
to be 200 um from a clock driver to an RCSFF, and transition probability of data is assumed to be 30%. The
clock frequencyfciok, is assumed to be 100 MHz. These are typical values for low-power processors.

Power consumption per flip-flop is a sum of a clock driver, a flip-flop itself, and an interconnection
between them. The power becomes smallefas is decreased. As seen from the figure, with the type-A
drivers, power reduction is less efficient than the type-B drivers. In this simuldigns set to either 3.3 V
or 6 V. Without the backgate bias to P1 and P2, that is, in cas¥,t=aB.3 V, the power improvement is
saturated aroundc, Of 1.5 V because the leakage current through P1 or P2 increa¢gsdewers. On
the other hand, whe¥, =6 V, the power improvement is not saturated evevrgi of 1 V. With the best
case considered, the power can be saved by 63% of the conventional flip-flops in total. The figure also
shows the power consumed by the RCSFF itself. The slight increase of 4% in the power of the RCSFF is
observed due to the leakage current through P1 or P2 in adgw¥€gion.

TABLE 2.1 summarizes performance comparison between the conventional flip-flop and RCSFF.
When the type-A1l driver that is easy to implement is used, the power is reduced to 59% and the Clock-to-Q
delay is reduced to 82%. If a DC-DC converter and type-B driver are used, the power consumption can be

reduced to 37% even if the delay increases by 23%. Considering the improvement level and delay increase,



the cases of type-Al driver and type-B driver With, of 2.2 V are practical choices.

2.6. Application to Reduced-Swing Bus

As shown in Fig. 2.8, an application of the RCSFF to a long differential bus is considered [2.4]. Since
the RCSFF is a differential amplifier in nature, it can be used to amplify a small voltage signal on the
differential bus and at the same time, it can latch the data.

Behavior of the differential bus is shown in Fig. 2.9. The differential bus is first precharggs and
then, when the voltage difference®fand D reacheglVp, the clock is asserted and the RCSFF amplifier is
activated. SincelVp can be as small as less than 1 V, delay reduction of the long differential bus can be
achieved. Furthermore, power reduction in a logic part can be realized as well lizesusP do not need
to be in a full swing. Let us consider what amount of energy saving is observed when a distributed RC line is
driven in a full swing at a drive end and switched off when the other terminal be¥ames

Fig. 2.10 shows the normalized ener§yCVpp?, consumed by the distributed RC line, which is
expressed as 0.94Vpp+0.36. This means that 50% power saving is possibg=id.2Vpp.

Fig. 2.11 shows the delay improvement of the long differential bus with an RCSFF. The delay depends
on 4AVp, and faster operation is possible A%, is decreased. Compared with the conventional flip-flop,

acceleration by a factor of more than two is possible in aNgw+ange.
2.7. Summary

The RCSFF that is compatible with generic CMOS processes was proposed to save up to 63% of the
clock power. With the RCSFF, area can be reduced to 80%, delay can be decreased to 80%, and the power is
reduced to 1/3 of the conventional flip-flop. Leakage current through the precharge pMOSFETs can be
eliminated by the backgate bias. As an application of the RCSFF, a long differential bus was considered. The
delay and power consumed by the RC interconnect can be reduced to less than a half compared with the case

of the conventional flip-flops.
2.8. References
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TABLE 2.1. Performance comparison between the conventional flip-flop and RCSFF.

Driver |Vgiock [V]l[Power | Delay | Area

Conventional 3.3| 100%| 100%)| 100%
RCSFF Type Al 2.2| 59%| 82%| 83%
V=6V [Type A2 1.3| 48%| 123%| 83%
Weioe=10pum | Type B 2.2 48%| 82%| 83%

f clock=100MHz | Type B 1.3| 37%| 123%| 83%
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3. Closed-Form Expressions in Delay and Crosstalk Noise for

Capacitively Coupled Distributed RC Lines

3.1. Introduction

Interconnection related issues become more and more important in estimating VLSI behavior [3.1]. For
instance, a coupling capacitance is getting comparable to a grounding capacitance, and crosstalk noise may
cause malfunction and timing problem, in particular, in dynamic circuits. Even in static circuits, the noise
may generate unexpected glitches, which gives rise to timing and power issues as well.

Several attempts have been made to treat delay and crosstalk noise in capacitively coupled
interconnections [3.2]-[3.7]. Although [3.2] and [3.3] handle crosstalk noise in coupled RC lines, the
interconnections are not distributed lines. [3.4] is limited to delay estimation in a two-line system. [3.5]-[3.7]
describe both delay and crosstalk noise but do not give closed-form expression, which are useful for EDA
implementation while it is too complicated for circuit designers. Moreover, they are restricted to the case
that adjacent lines are driven from the same direction (hereafter, same-direction drive), and do not reflect on
a junction capacitance of a driver MOSFET.

This chapter extends analysis of delay and crosstalk noise to more general cases that adjacent lines are
driven from the opposition direction (hereafter, opposite-direction drive). The derived expressions are useful
for circuit designers in estimating the delay and crosstalk noise, and give insight to coupling related issues in
an early stage of VLSI design.

We do not consider an inductanteand mutual inductanch), here since they do not affect delay and
crosstalk noise very much in an optimally buffered distributed line [3.8]-[3.9]. For lower-level local
interconnections, a %error in delay between distributed RC and RLC lines is less than 1.5% when the width
of the interconnection is ten times as wide as a design rule or less. Even for top global interconnections, it is
less than 2% if the width is equal to a design rule [3.8]. %errors in crosstalk-noise amplitude are the same
degree in both local and global interconnections [3.9]. This in turn meansahdi should be considered
only in quite wide interconnections such as power-supply and clock lines.

This chapter is organized as follows. In the next section, we will mention basic equations of

capacitively coupled distribution lines. In Section 3.3 and 3.4, we will discuss delay and crosstalk noise in
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the same- and opposite-direction drive cases, respectively. Finally, a summary follows in Section 3.5.

3.2. Basic Equations

Capacitively coupled distributed RC lines in a two-line system are shown in Fig. 3.1, and governed by

the following basic equation set.

0%v, (x,t)
2

ov, (x,t ov, (x,t
ax = rl(cl +Cc) 1(§t ) —ICe 2;,[ )
, (3.1)
0%V, (x,t) v, (x,t) av; (x,t)
—= "2 =r/(c,+cC -r,C
6x2 2( 2 c) 6’[ 2¥c at

wherevi(x,t) (i=1, 2) is a voltage of the linke r;, ¢, andc, are a resistance, capacitance, and coupling
capacitance between the lines per unit length. Since a bus and other wiring structures laid out on a same
level have a same resistance and capacitance per unit length, we hereafter gssamand c,=c,=c. In

this chapter, we do not consider lines on different levels because lines on upper and lower levels cross at
right angle, and a coupling capacitance between them is negligible.

In the three-line system in Fig. 3.2, the following equation set holds.

2
a Vl(Z(lt) = I’(C+ZCC) a\/1()(!t) —2I’CC aVZ(th)
ox t ot (3.2)
) .
0 v2(2><,t) - r(c+c.) oV, (X,t) “re, ov, (x,t)
ox ot
(3.1) and (3.2) can be represented as follows.
2
07V, (x,t) = r(c+nc,) ov, (x,t) - oV, (X,t)
ox® ot ot (33)
) .
0 vz(zx,t) - r(c+c,) oV, (X,t) “re, ov; (x,t)
ox ot

wheren=1, andn=2 in the two- and three-line systems, respectively. (3.3) can be rewritten as follows.

%v,(x,t) _ oV (x,t) 0v,(xt)
ol —rc{(n17+1) 3 nn at } o
0%V, (x,t) _ oV, (X,t)  av(xt) '
D gy 200

wherern=cJ/c. With a linear transformation, (3.4) turns out to the following equation set.
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02{v, (x,t) + nv, (x,t} - re v, (x,t) +nv, (x,t}

ox’ ot
0P (x) ~vo(xt} _ v ~vy(xt} (3.5)
ox® at/ p)

wherep=(n+1)r+1.vi+nv, andv;-V, are called a fast and slow wave, respectively.

3.3. Same-Direction Drive

In this section, the case that adjacent lines are driven from the same direction as shown in Fig. 3.3 is

treated. As boundary conditions, we account for an equivalent resistance of a driver MSédiivalent
junction capacitance of the driver MOSFET at the dr@jp,and equivalent capacitance of a receiver

MOSFET,C, as follows.

_1pvd| _E-w(On) L 0v(O)

roox |, R oot
_1ov(xt) _C ov,(I,t)

rox |, = ot

, (3.6)

_L v B -v,(00) _ L 9v,(0)

rooox | R Lot
_1 0v,(xt) _C ov,(1,t)

roox |, = ot

whereE; (i=1, 2) is a step voltage at the driving point of the liés the line length. Then, we introduce the

concept of the fast and slow wave, and (3.5) is replaced as follows.

0%Vieg (X,1) —re 0V g (X,1)

2

| a* (3.7)

0 Vg (X:1) _ rc OVyq (X,1)
ox® o(t/ p)
wherevi,g=Vi+nV, andvy,,=Vv;—V,. The boundary conditions, (3.6), can be replaced as well.

_l Davfast (th)| - (E; +NE;) — Vg (O1) -C Vg (O1)

r x|, R oot

1 0V, (Xt) ov. (1)
_= GL = Ct _faa

r ()4 _ ot

= . (3.8)

_1 Dpvﬂow(xvt)| = (El B Ez) _Vdow(()’t) _& [?Véow(ort)

roX |, R po(t/p)
_1 ﬁvslow(x!t) - &ﬁvs!ow(ht)

N R T

On the other hand, it is well known that the telegraph equation of the single distributed RC line as
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shown in Fig. 3.4 (a),

ov(x,t) _ _av(xt)
2 =rC
ox ot

: (3.9)

with the boundary conditions,

1 D@v(x,t)| _E-v(0y1)
r aX |><:0 Rt
_EE@v(x,t)| _ o ov(.b) '

(3.10)

rooox |, - ot

has the following solution at the receiving end [3.10].

v(l,t) = E| 1-ex __t(RO)-01
TEImoreV\ﬁthouth -01

_ 3.11
:E[l—ex;{—RT t/(RC)~01 D (if t/(RC) >0.1) (341

C +R +C, +04
=0 (if t/(RC)<0.1),

whereR=rl, C=cl, Ri=R/R, andC;=C/C. Namely,R andC are the total resistance and capacitance of the
line. Temorewithoutg iS the Elmore delay [3.11] of the line withaBt which isR{Ct+R+C+0.5. Supposing;

as shown in Fig. 3.4 (b), the Elmore delay is replacem@swinc=Rr(Ci+C;)+Rr+C1+0.5, and thus (3.11)

is rewritten as follows.

v(l,t)=E 1—ex;{—M}
TEImoreV\mrq - Ol

_ 3.12
:E[l—ex;{— t/(RC)-0.1 D (if t/(RC)>0.1) (342
R(C, +C,) +R, +C, +04

=0 (if t/(RC)<0.]),

whereC,=C;/C. Compared between the boundary gbods, (3.8) and (3.10), the following solutions to the

fast and slow waves can be obtained.
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t/(RC)-0.1
Rr(C, +C,)+R, +C, +04

Ve (1) = (B + nEz)[l— ex;{—

=0 (if t/(RC)<0.1)

e _ N t/(pRC)-0.1
Vyou(1,1) = (E; Ez){l ex R(C.+C,)/ p+R +C./ p+0.4D . (3.13)

D (if t/(RC)>0.1)

(€ - EZ)[l_ ex{_ t/(RC) - 0.1p
R (C; +C,)+ PR, +C, +0.4p
=0 (if t/(RC)<0.1p)

D (if t/(RC)>0.1p)

Sincevig=vi+tnv, andvye,=Vi—Vs, V; andv, are expressed with the linear combination as follows.

{vl(l )= Vi (1,8) + Vg, (0,0} /(0 +D)

V0.0 = i 0.0 vy (0} G149
Finally, the following expression fax holds.
o1 _ t/(RC)-0.1
w(H)=E n+1{(Ei+nEz)eX R CIC) R G +O_4}
_ _ t/(RC)-0.1p .
+n(E; Ez)ex;{ R(C, +C,)+ pR +C, +O.4p}} (if t/(RC)>0.1p) (3.15)
:m(l—ex;{— t/(RC) ~0.1 D (if 0.1<t/(RC)<0.1p)
n+1 Ri(C; +C,) +R +C, +04

=0 (if t/(RC)<0.]).

Since we hereafter assume that the line 1 is a victim and the line 2 is an aggressor in this chapter, we
will focus onv; notv,. In order to verify the validity of (3.15) and other expressions described later on, we
compare the expressions to HSPICE simulations. Note that all HSPICE simulations in this chapter are
carried out using a 10-stagetype RC model instead of a distributed RC line model. We set the following
parameter sets for wide-range comparison in termg i&f, C;, andC;.

« 1={0,0.1,0.2,05,1, 2,5, 10}.

* R={0,0.1,02,05,1, 2,5, 10}.

+ C={0,0.1,0.2,05,1, 2,5, 10}.

+ C;={0,0.1,0.2,05,1, 2,5, 10}.

Consequently, the number of combination is 4096 (=8x8x8x8). Unfortunately, since (3.15) does not fit
to the HSPICE simulations very much, we introduce a fitting technique to the expressions with MATLAB

Optimization Toolbox [3.12]. We p@#; anda, to (3.15) as fitting parameters, which is rewritten as follows.
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Wi, = El—i{

(E1+nE2)eX{_ t/(RC)-0.1-a,,/R.C, }
n+1
+n(E1—E2)exr{— t/(RC)~0.1p-ayRC, }} (if t/(RC)>0.1p+aJRC,)

Re(C; +a,C;) +R, +C, +0.4

Ri(C; +8,C;)+ PR, +C; +0.4p 616
_E+nE(, | t(RO)-01-ayRC, '
on+l R.(Cr +8,C;)+ R +C, +04

(if 0.1+a,,/R.C, <t/(RC)<0.1p+a,/R.C,)
=0 (if t/(RC)<0.1+a,RC,).

3.3.1. Delay

As expressed in (3.16y; depends on values &; and E,. In the delay estimation of the line 1,
although we maké&;=E, E, has three caseB,=E indicates an in-phase drive, where the adjacent lines are
driven in phase. WheB,=0, we call it arE,=0 drive, where the line 1 is only driven and the line 2 is not.
The last case th&,=—E is an out-of-phase drive, where the adjacent lines are driven out of phase. The delay
comparisons between (3.16) and the HSPICE simulations in the three cases are shown in Fig.r8:8,when
n=1, andR=C;=C;=0. 7=1 means that a coupling capacitance is equal to a grounding capacitance, which
often happens in VLSI design. The figure shows that the delays in the same-direction drive case fluctuate
from 0.3&RC to 1.98RC according to thé&; drives, and the out-of-phase drive has the worst-case delay that

is discussed as a line delay in this chapter.

(3.16) does not have a positive value whel(RC) < 0.1p +a,,/R,C; in case of out-of-phase drive.

Therefore, the region in whict/(RC) >0.1p +a,,/R,C, is only to be considered in the delay estimation,

where (3.16) is rewritten as follows.

Vl(l’t)=l—ni+1{(l—n)ex;{— t/(RC)-0.1-a R C, ]

E Rr(Cr +8,C)) + R +C; +0.4
\/_ (3.17)
_ t/(RC)-0.1p-a,/RC, .
+2”ex’{ Ri(Cr +a,C,) + PR, +C; +o.4p} (R0 a e )

Then, in order to find the delatm, We need to solve the following equation in termd,0f,

wherevy(I,t)/E in (3.17) is set to 1/2.
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n%l{(l_n)ex[{_ 1 ane /(RC) ~0.1- 2, /R C, }

R (C; +a,C,)+R +C; +0.4
(3.18)
+onexd —_tessme/(RC) —01lp-ayRC, |[_1
R (C; +a,Cy) + PR +C; +04p |[ 2]
3.3.1.1. Casethat n=1 (Two-Line System)
tha,ame iN (3.18) is easily solved as follows.
togsme /(RC) = 0.1p+a,/R.C; +In[2H{R; (C; +8,C,) + PR, +C; +0.473 . (3.19)

Compared with the HSPICE simulatiores=0.19, anda,=1 are optimal in (3.19), where the %error is

6.9% at worst. Thusyy ame finally becomes as follows.

ts e /(RC) = 0.1(27 +2) +0.19/R.C; +In[2{R (C; +C,) + (27 +)R. +C; +0.4(27 +1}
(- p=(n+n+1=27+1).

(3.20)

The worst-case %error happens whpe, R=0.5,C;=0, andC,=10 as depicted in Fig. 3.6.
3.3.1.2. Casethat n=2 (Three-Line System)
(3.18) is a sum of two exponential functions, and can be represented to the following féinction,
f(€) = Kiog XPIL /T oq ] + Ky €XPI/ Ty ] » (3.21)
where

f =t 4 e /(RC)
p=(n+)n+1=37+1
Tws = Rr(Cr +3,C)) + R +C; +04
Tgon = Re(Cy +2,C;) + PRy +C; +0.4p

_ _lex{o'l-"ai\/ R.C, ] ' (3.22)
T

k
fast 3 o
K = 4ex{o-1p+an/ R.C, ]
dow T S -
3 Tyow

Then, we assume that (3.21) is approximate to the following single exponential fgaction
g(t) = kg, expFt/7,.] (3.23)

and introduce the moment matching method [3.13] as follows.
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My = Keag + Kgow = Mo = Kame
M = [ O = KT g +KaouTaow = M= [ IO = Ky e
m, = .[owff () df = Kiag Thos + KaouTdow = M, = .[wag(f)df =Kol 2re
: ! (3.24)
M= [T O = Kb +aTdow = 1 = [T 000 = kT

My = [0 FOd = K7 +KaouZlon = Moy = [T 9O = Koo

wherem andn; (i=0, 1, 2, ..., j+1, ...) are the-th order moments dfandg, respectively, and we assume

m=n; based on the moment matching method. Once we obvaamd M1, Teme andkyme are given as

follows.
{rm =my,,/m; (325
— mi*tl j .
Keme =M/ /m},,
Then, { can be reached as follows.
- M. | 2m*
t =71 IN[2Ky ] =——IN| ——
m | miy (3.26)

(. Ko €XPIE / 7] =1/2),
wherej is a fitting parameter. Again compared with the HSPICE simulations to find the optimal values,

8,=0.19,a,=1, andj=2 are optimal. Then, (3.26) can be rewritten at last as follows.

tpd,m\e I !3 2'“23 3 27
——_lll — | .
RC n']z |I132 ( )

where

T = Re(C; +C,) +R; +C; +0.4
o = Ry (Cy +C,) + (37 +DR, +C; +0.4(37+1)

0.1+0.1 C
Kiag = —iex;{—RT 2 }

3 Tfast
K = 4@({0.1(37 +1)+0.19/R.C, } ' (3.28)
sow § Tst

_ 2 2
mz - kfastrfast + kﬂowrslow

_ 3 3
M; = Kiag T ras + KgonT dow

The worst-case %error in (3.27) is 6.9% as well as the case=thawvhens;=0, R=0.5, C:=0, and
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C,;=10, and thus on that conditions, the waveforms are the same as Fig. 3.6.
3.3.2. Crosstalk-Noise Amplitude

In the crosstalk-noise estimation, we méke0 andE,=E in (3.16) as follows.

vl __ n [ex{_t/(RC)—O.l—am/RTCJ}_ex;{_t/(RC)—O.lp—am/RTCJ H

E n+1 Tiast Tgow
(if t/(RC)>0.1p+2a,,[R.C,)
_n {1_%{_ t/(RC)-0.1-a,/RC, n (3.29)
n+1 Tfast

(if 0.1+a,/RC, <t/(RC)<0.1p+a,./RC,)
=0 (if t/(RC)<0.1+a,RC,),

where L,5=Ri(Ci+a,Cy)+R+Cr+0.4 and 74,,=Ry(Cr+a,C;)+pRr+Cr+0.4p. The crosstalk-noise comparison
between (3.29) and the HSPICE simulations are shown in Fig. 3.7nwBer=1, andR=C=C,=0, where

the noise peak in the HSPICE simulation is 0.4. This means that the noise induced by the crosstalk goes up
to 40% of the signal swing on this condition, which often happens in VLSI design and may cause
malfunction, in particular, in dynamic circuits.

In order to obtain the noise peak, we first find the time to give the noisetpgak, Since (3.29) is
monotone increasing function wher(RC) <0.1p+a,/R.C; , t, . /(RC)=0.1p+ a,4/R.C, must hold.
Therefore, although we can provisionally obtgig.. by differentiating (3.29) and solvirity,/6t=0 in terms

of t, tyamd/(RC) should be 0.1p+a+/RC, as follows if the obtained, xm/(RC) is less than

0.1p+a,4/RC, .

tosme _ TrasTaow N7 tag / Taow] + 01 PT 1oy — Tgon)

- + C
RC Tras ~ Toow ARG
it TtestZton M7 tas [ Taou] + 0.UPTtos = o) | 0.1p (3.30)
Ttast ™ Tsow

| / +0. -
:O_1p+alm [if T tast Ttow N[ tast / Taow] + 01 PT (o — Tgo) <0.lp}.

Tiag ~Tgow

By putting (3.30) back to (3.29), the noise pagk, is obtained as follows.
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E n+1 Ttas ~ Tyow Ttat ~ Tgow

Vo.sme _ n {ex{_ Tgow N7 tag  Tyo] +0-1(p_1)}_ex{_ T tag N7 o / Tyo] +O.1(p—1):|}

it T tast Tsow N7 fast / Taon] + 0.1 PT (g — T o)
Tiag ~ Tyow

> 0.1pj (3.31)

n+l oy Ttas ~ Tyow

(3.31) does not include the fitting parametgtbut a,. Sincea,=0.7 is optimal in cases that batkl
and n=2, we make f,g=Ri(Ci+0.7C)+R+C+0.4 and 1yo,~Ri(C+0.7C5)+pR+C++0.4p in the
crosstalk-noise estimation in this section. EQtme, a;=0 is optimal, and thus, (3.30) can be rewritten as

follows.

tp,m _ Tfasxrslowln[rfas /Tslow] +01( prasI _Tslow)

RC

Tfast - Z-slow
[if T tast Ttow N7 tast  Taow] + 0-1(PT og — Tgow)

Tfast - Tslow

2 0-1PJ (3.32)

- 0.1p [if T tast Ttow N[ tast / Tatow] + 0-U(PT rog = To) <0-1DJ-

Tras ~ Taow

In case thabh=1, the worst-case %error gfume in (3.32) is as much as 55.4% whegr0.1, Ri=0.5,
C:=0, andC,=10 while the worst-case error @fame in (3.31) is just 0.03 (3.3%) as shown in Fig. 3.8
when 77=5, Ri=0.1, C;=1, andC,=10. In case that=2, the worst-case error ¥feme is 0.044£ (4.4%) as
depicted in Fig. 3.9 wher=10,Rr=10, C:=0, andC,=10 although the worst-case %errotnf is as much

as 56.8% whem=10, R;=0, C;=0, andC,=10.
3.4. Opposite-Direction Drive

In this section, the case that adjacent lines are driven from the opposite direction as shown in Fig. 3.10

is handled. With the Laplace transformation, (3.5) is replaced sdbenain as follows.

02{V,(x,5) +nV, (x, s}

. = rCS{Vl(X, S) + nvz(xv S)}
14
| | (3.33)
0%V, (x, (S))X ;vz(x, s} _ repsfV, (x,5) -V, (.5}

The solutions to (3.33) are expressed as follows.
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V;(%,8) +nV,(X,8) = K'emx+K'e' srex
: (3.34)
V,(%,5) =V, (x,8) = Kie “°X+K’e"/§

whereKy', Ky, Kz, and K4’ are integration constants. With the linear combination, (3.34) is rewritten as

follows.
(n+1)V,(x,9) = |K; F* +K, e’ﬁx +n(K el 4 K! A-Rs X) (3.35)
(N+1V,(x,5) = Kleﬁx +KyeVE (K VTP 4 KT X) '

Finally, the following expressions are the general solutions to (3.33) sdibveain.
{Vl(x. s) = @X +K e‘J;X +nK,e' P + nKlle'Js'iCpX

: (3.36)
V,(X,S) = K 675 + K,e™/F — K /%P — K eV

where integration constantk;, K,, Ks;, andK, are to be taken from boundary conditions, which in the

t-domain are as follows.

1 0vi(xt) - ¢ ov;(0,t)

roox | Coat
_}EQvl(x,t) _ _E -vi(lY) ic ov,(l,t)

rooox |4 R boot

. (3.37)

21 D4)v2(x,t) _ E, -v,(0,t) _c 0v,(0,t)

roox | R bt
21 sz(x,t) _C ov,(I,t)

roox |. ot

(3.37) can be replaced in teelomain as follows.

V, (X, S)
r ox

V,(x,9)
T 0x

= -sCV,(0,s)

x=0

IS L e vy

x=

_ (3.38)
_1Va(x9)| _E/s-V,09) ., 0.9
r 0x |><:0 Rt e

V, (x,9)
r 0X

=sCV,(l,9)

x=l

3.4.1. Delay

In order to obtain the delay, we again introduce the moment matching method [3.13]. As shown in Fig
3.11, we assume that the approximate voltage waveform at the receivingvifOi)t has a form of

exponential function with a time constang,., and pure delay,, as follows.
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v,(0,t) = By (1 - exp[~(t — to) / Toppo ). (3.39)
Then, the coefficients of the zero-th order mométy, and first order momentyl;, in the exact

solution to (3.36) are supposed to be matched to those in the approximate voltage waveform as follows.

E,/s-s"M, +s'M, +0O,__, (sz) o Ej/s=S"(Type t1o) + sl(rgppo +Tonoly + t§/2)+ Oappmx(sz), (3.40)
where the left side is the Taylor expansionVgfin (3.36), and the right one is that of the approximate
voltage waveform in Fig. 3.11. Thus, the following equation set holds.

roppo +t0 = MO
T

2 2 — )
oppo + Toppoto + t0 12= Ivll

(3.41)

The solutions to (3.41) are as follows.

T, =2M; ~M2
{ oo e (3.42)

t0 = Ile - Toppo

Finally, the delaytygoppo, CaN be expressed as follows.

toaoppo = Lo + IN[2 g = Mg —In[€/2]/2M, ~M¢ , (3.43)

whereM, and M; can be obtained with the Taylor expansion as follows from (3.36) with the boundary

conditions, (3.38).

M, /(RC) = [E{n7(2R; +1) + 2R.C; +2R.C, +2R; +2C; +3
- E,nn(2R, +1)]/2
M, /(RC)? = [E{n%72(24R? + 20R. +5)
+nn?(24R? + 20R, +3)
+ 2n7)(24RC, +24R? +30R,C, +20R, +10C, +5) . (3.44)
+ 24RZC2+48REC, +48R.C2 + 24R? +60R,C, +24C2 + 20R, +20C; +5)
- E,{n%7?(24R? + 20R, +5)
+nn?(24R? + 20R, +3)
+ 2n7(24REC, +24R? +30R.C, +20R, +8C, +4)||/ 24

The delay comparisons between (3.39) and the HSPICE simulations are shown in Fig. 3.h23yhen
n=1, andRy=C:=C,=0. The delays in the opposite-direction drive case fluctuate froniRC.25 1.9RC
according to thé&, drives, and the out-of-phase drive has the worst-case delay as well as the same-direction

drive case. Thus, we makeg=E andE,=—E, and rewrite (3.44) as follows in the delay estimation.
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M, /(RC) = E{2n7(2R, +1) + 2R.C, +2R.C, + 2R, +2C; +} /2
M, /(RC)? = E{2n?y?(24R? + 20R, +5)
+2n7*(24R7 + 20R; +3) . (3.45)
+2n7)(48R’C, +48R? +60R,C, +40R; +18C; +9)
+ 2AREC?+ 48RZC, + 48R, CZ + 24R2 + 60R.C; +24C? + 20R, +20C, +5}/ 24

Consequently, (3.43) is recalculated as follows.

s opo /(RC) = {207 (2R, +1)+ 2R.C; +2R,C, + 2R, +2C; +3 /2
~Infer2ly | n?n?(4R, +1)
+n7?(24R? + 20R, +3)
+n7)(24R°C, + 24R’C, + 24R? + 24R.C, +16R, +6C; +3)
+BR’CZ +12R’C,C, +6R’C? +12R’C, +12R’C, +12R,C?
+BRZ+12R.C, +6C? +4R, +4C, +1]//6 (3.46)
In[e/2] _5In[e/2] J6 In[eIZ]}
4

= HO{TRFCT +(2 s JRT +1-

e R

= nn(0.13R.C; +1.37R, +0.81) +0.75R.C; + R, +C;)+R.C, +0.37.

However, since (3.46) does not fit to the HSPICE simulations very much, we again introduce fitting
parameterdy,, by, bs, by, bs andbg, as follows.

tog oo /(RC) = NA7(BR.Cy +B,Ry +b;) + b, (R Gy + Ry +Cr) + bR, C, + ;.. (3.47)

In cases that both=1 andn=2, b;=0, b,=1.48,b3=0.78,b,=0.75,bs=0.75, ande=0.4 are optimal with
a %error of 8.1% at worst, and finally (3.47) is rewritten as follows.

tpoppo /(RC) =Nn77(L.48R; +0.78) +0.79R;C; +R;C; + R, +C;) +0.4. (3.48)

The in case thai=1 happens when=0, R=10, C;=10, andC,=0 as shown in Fig. 3.13. On the other
hand, the worst-case %error in case tivt occurs whem=0.1,R=0.1,C:=0.5, andC;=10 as depicted in
Fig. 3.14.
3.4.2. Crosstalk-Noise Amplitude

UnlessR, C;, andC; are all zero, we cannot easily solve noise peak since analytical expressions turn out
to be very complicated. The case tRatC=C;=0, however, gives the worst-case scenario in terms of the

noise peak because coupling effect is mitigatds), iC;, or C; is not zero. Therefore, we treat the case that

R=C=C;=0 at first, and extend it to the general case. The noise peak in the HSPICE simulation are shown in
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Fig. 3.15 whem=2, =1, andR=C;=C,=0, where the amplitude is 0.4 as well as the same-direction drive
case.

The boundary conditions, (3.38), can be rewritten as follows R¥=C;=0.

0V;(x,9) _o
aX x=0
V,(l,s)=E,/s
(19 =R/s (3.49)
V,(0,5)=E,/s
NV, (x,8)|  _ 0
aX x=1
(3.36) with the boundary condition, (3.49), yields the following equation set,
K =Koy +nK,p, =K, ), =0
Ke? +K,e" +nK e” +nK,e” = E /s
1 2 3 4 E1 (3.50)

K, +K,-K; =K, =E,/s’
Ky - Koy - Koy + K e =0

where y;, =+¥sRC and y, =/spRC .

In the noise-peak estimation, we make0 andE,=E, and solve (3.50) in terms &f, K;, K3, andK,.

By substituting them for (3.36¥1(0,s) is obtained as follows.

Vi0) __n_ (= 1)) + ) + Kie™ + K™ +Kee™ + 00y, )
E S (K + )y + )€ + K e+ K @™ + K™ +0,(n, 14, 1)

(3.51)
The noise peaky,omo: Can be calculated with the following initial value theorem of Laplace
transformation becausg gy, is given wheri=0 if R=C;=C;=0.

Vpoppo _ V1(0,+0) =1lim sVi(0,s) _nyp-n
E E S—o E n p+1

(exactf R =C, =C,; =0). (3.52)

Then, for general cases, we extend (3.52) and introduce fitting parandgteks,ds;, andd,, to it as
follows whenR,, C,, orC; is not zero.

Voowo _ nyp-n o E+JRTCF +1 '
E - n/p+1+dyC; +d,[RC, doyR +dy/RC; +1

(3.53)

3.4.2.1. Casethat n=1 (Two-Line System)

Sinced;=2.96,d,=1.05,d;=1.48, andi,=0.81 are optimal, (3.53) is rewritten as follows.
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Voomo _ 2n+1-1 O \/—+,/chT +1
E  J27p+1+1+296/C, +105/RC, 148/R +08L/RC, +1- (3.54)
(-p=(n+Dnp+1=27+1).

The worst-case error is 0.0€87.8%) wherv=5, R;=10,C4=0.1, andC,=1 as shown in Fig. 3.16.
3.4.2.2. Casethat n=2 (Three-Line System)

Sinced;=3.99,d,=1.81,d;=1.14, andl;=0.94 are optimal, (3.53) is rewritten as follows.

Vp,opp0: 23 +1-2 o \/E-FVRTCT +1
E  2/37+1+1+399/C, +18L/RC, 1.14/R +0.94/RC, +1- (3.55)

(- p=(n+Dn+1=37+1).

The worst-case error is 0.0889.8%) wheny=5, Ry=10,C;=0.2, andC,=1 as shown in Fig. 3.17.
3.5. Summary

The closed-form expressions in delays and crosstalk-noise amplitudes for capacitively coupled two-
and three-line systems are introduced within 10% error at worst, which consider the cases of both same- and
opposite-direction drive. A junction capacitance of a driver MOSFET is also reflected. They are useful for
circuit designers, and give insight to coupling related issues in an early stage of VLSI design.

In summary, we list the expressions and %errors in TABLE 3.1.
3.6. References

[3.1] H. B. Bakoglu, “Circuits, Interconnections, and Packaging for VLSI,” Addison-Wesley, 1990.

[3.2] A. Vittal and M. Marek-Sadowska, “CrosdteReduction for VLSI,” EEE Trans. Comp.-Aided
Design of Integrated Circ. and Sys., vol. 16, no. 3, pp. 290-298, Mar. 1997.

[3.3] A. Vittal, L. H. Chen, M. Marek-Sadowska, K.-P. Wang and S. Yang, “Crosstalk in VLSI
Interconnections,” IEEE Trans. Comp.-Aided Design of Integrated Circ. and Sys., vol. 18, no. 12,
pp. 1817-1824, Dec. 1999.

[3.4] G. Yee, R. Chandra, V. Ganesan and C. Sechen, “Wire Delay in the Present of Crosstalk,” Proc.
ACM/IEEE Int. Workshop on Timing Issues in the Specification and Synthesis of Digital Systems,
pp. 170-175, Dec. 1997.

[3.5] D. S. Gao, A. T. Yang and S. M. Kang, “Modeling and Simulation of Interconnection Delays and

Crosstalks in High-Speed Integrated Circuits,” IEEE Trans. Circ. and Sys., vol. 37, no. 1, pp. 1-9,

32



[3.6]

[3.7]

[3.8]

[3.9]

[3.10]

[3.11]

[3.12]

[3.13]

Jan. 1990.

F. Dartu and L. T. Pileggi, “Calculating Worst-Case Gate Delays Due to Dominant Capacitance
Coupling,” Proc. ACM Design Automation Conf., pp. 46-51, June 1997.

J. A. Davis and J. D. Meindl, “Compact Distributed RLC Interconnect Models,” IEEE Trans. Elec.
Dev,, vol. 47, no. 11, pp. 2068-2087, Nov. 2000.

D. D. Antono and T. Sakurai, “Transmission Line Models and Overshoots of On-Chip
Interconnects,” IEICE General Conference, A-3-22, Mar. 2002.

D. D. Antono and T. Sakurai, “Inductive and Capacitive Coupling Effects among Deep-Submicron
Adjacent Interconnects,” JSAP Autumn Meet., 24p-YF-11, Sep. 2002.

T. Sakurai, “Closed-Form Expressions for Interconnection Delay, Coupling and Crosstalk in
VLSIs,” IEEE Trans. Elec. Dev., vol. 40, no. 1, pp. 118-124, Jan. 1993.

W. C. Elmore, “The Transient Response of Damped Linear Networks with Particular Regard to
Wideband Amplifiers,” J. of Applied Physics, vol. 19, pp. 55-63, Jan. 1948.

MATLAB home page, http://www.mathworks.com/.

L. T. Pillage and R. A. Rohrer, “Asympio Waveform Evaluation foTiming Analysis,” IEEE

Trans. Comp.-Aided Design, vol. 9, no. 4, pp. 352-366, Sep. 1990.

33



X r
—’VWWWW\/— vi(x,t): line 1
c, x c N

¢ r

V,(x,t): line 2
)

Fig. 3.1. Two distributed RC lines capacitively coupled (two-line system). x¥twordinate indicates

position along lines is time.

Fig. 3.2. Three distributed RC lines capacitively coupled (three-line system).
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Fig. 3.5. Delay comparisons between (3.16) and HSPICE simulations (same-direction drive).
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Fig. 3.6. Worst-case %error in delay (same-direction drive).
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Fig. 3.7. Crosstalk-noise comparison between (3.29) and HSPICE simulation (same-direction drive).
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Fig. 3.8. Worst-case %error in crosstalk-noise amplitndé,(same-direction drive).
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Fig. 3.9. Worst-case %error in crosstalk-noise amplitad2,(same-direction drive).
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Fig. 3.10. Opposite-direction drive. Driving points are at the opposite ends.
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Fig. 3.11. Approximate voltage waveform at the receiving point.
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Fig. 3.12. Delay comparisons between (3.39) and HSPICE simulations (opposite-direction drive).
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Fig. 3.15. Crosstalk noise in HSPICE simulation (opposite-direction drive).
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Fig. 3.17. Worst-case %error in crosstalk-noise amplitod2, (opposite-direction drive).

TABLE 3.1. Expressions and %errors at a glance.

Eq. # and %error Delay Crosstalk-noise amplitude
n=1 | (3.20) (3.31)and 3.3%
Same-direction 3.27) | 6.9% p=(n+1n
drive n=2 and ) Tfast = RT(CT +O.7CJ)+ RT +CT +0.4 4.4%
(3.28) Tyow = Ry (C; +0.7C,) + pR, +C; +0.4p
ta-di i n=1 3.54 7.8%
Oppos&tg direction (3.48) | 8.1% ( )

rve n=2 (3.55) 9.8%
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4. Leakage-Current Reduction Schemes for Logic Circuits and
SRAM Ceéls:. SCCMOS (Super-Cutoff CMOS) and DLC

(Dynamic L eakage Cutoff) SRAM

4.1. Introduction

Recently, low-power and high-performance features have been pursued extensively in CMOS VLSI
designs to meet increasing needs for portable multimedia applications, and tried to overcome heat crisis in
high-end processors. Since power consumption of the CMOS logic circuits quadratically depends on a
supply voltageVpp, low Vpp is effective, and thus CMOS process technologies have been optimized using
thinner gate oxide and shorter channel length.

If logic circuits are operated & less than 1V, for instance, in a range from 0.5 to 0.8 V, a threshold
voltage,Vry of MOSFETS in the logic circuits should be 0.1-0.2 V in order to obtain ns-order delay. Such
low V4, however, causes a 10-nA-order leakage per logic gate in a standby mode, which results in 10 mA
for 1M logic gates. This prevents VLSIs to be applied to portable equipments powered by a small battery. In
order to overcome this problem, we propose the SCCMOS (super cutoff CMOS) scheme in the next section.
By using SCCMOS, operation under 1 V is possible Wighof 0.1-0.2 V, and at the same time realizes a
pA-order standby current per logic gate.

As well in a future low-voltage SRAM, the low-voltage operation is important, where scaled MOSFETs
need to be operated at the low-voltage environments with sufficient reliability. In Section 4.3, a sub-volt
SRAM-circuit scheme called the DLC (dynamic leakage cutoff) SRAM is presented which speeds up the
conventional low-voltage SRAM by more than a factor of two without applying an excessive voltage to gate

oxide, but with a subthreshold leakage current maintaining in a tolerable level.

4.2. SCCMOS (Super-Cutoff CMOS)

4.2.1. Concept

Fig. 4.1 shows a concept of SCCMOS in a pMOSFET-insertion case as a cutoff switch, which is
explained and verified by experiments in this section since a p-type substrate is widely used and suitable.
With a p-type substrate, well voltages of pMOSFETSs in logic circuits and the cutoff pMOSFET can be
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different because the both wells can be electrically isolated. Consequently, the pMOSFET backgates in the
logic circuits may be connected to a virtdp, Vopv, line, which does not require another line for the
PMOSFET backgate bias. This, in turn, means thatzlive in existing cell libraries can be used as@aWV

line and layout modification to the cell libraries can be minimized. Alternatively, pMOSFETs in the logic
circuits can share a well with a cutoff pPMOSFET, however in this case, an extra visgiah¥ must be

added to the cell libraries and the modification wastes time. An nMOSFET-insertion case is possible with an
extra virtual-ground line to the cell libraries as well, but which also make an area overhead large, and thus
the implementation is difficult.

In Fig. 4.1, the low-¥Yy cutoff pMOSFET, M1, whos¥, is 0.1-0.2 V is inserted in series to a logic
circuit consisting of low-¥y MOSFETSs. The low/ry assures high-speed operation of the logic circuits. A
gate voltage of M1Yg, is grounded to turn M1 on in an active mode. In a standby rvgds,overdriven to
Vppt0.4 V to completely cut off a leakage current since theMlgyof 0.1-0.2 V is lower by 0.4 V than the
conventional highvy (0.5-0.6 V), and this overdriven mechanism can sustain the standby current on the
same level. IV is further lower than 0.1-0.2 V or negati%g; should be reduced as low as there is no
problem with gate-oxide reliability or GIDL (gate-induced drain leakage) current [4.1]. On the other hand, in
the nMOSFET-insertion cas¥pp is applied to the gate of the cutoff NMOSFET in an active mode, and the
gate is overdriven to —0.4 V in a standby mode.

A gate-bias generator fafg can be relatively made easy without any feedbacks as shown in Fig. 4.1
since a precise voltage W§ is not necessary unless the gate-oxide reliability or GIDL current becomes an
issue. Moreover, since high-speed control is not necessary when the logic circuit enters a standity mode,
can be slowly overdriven. Therefore, pumping frequency can be low, and power consumed by the pumping
circuit is low, too.

Fig. 4.2 shows a technique to mitigate a voltage across gate oxide of a cutoff pMOSFET when
gate-oxide reliability is an issue. In the standby madg, drops to the ground due to a large leakage
current of the low-¥y MOSFETSs in the logic circuits. This may cause the gate-oxide reliability problem of
the cutoff p MOSFET when thin gate oxide is used. For instance, assume that 1.2 V is applied across the gate
oxide of the cutoff pMOSFET in the standby mode at a 0¥ as shown in the figure. In this case,
connecting two cutoff pMOSFETS in series prevent the gate oxide from breaking down since they work in a

subthreshold region where a drain current strongly depend&mot Vps. The drain voltage of M1yp,
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becomes 0.4 V to draw the same amount of current through them if gate widths of them are all the same.

This combination can reduce a maximum voltage across the gate oxide from 1.2 Vt0 0.8 V.
4.2.2. Comparison with Other Schemes

There are a couple of schemes that have been reported achieving high speed at a low voltage, and at the
same time reducing a leakage current in a standby mode.
4221. MTCMOS (Multithreshold-Voltage CMOS)

The MTCMOS (multithreshold-voltage CMOS) scheme uses aWiglas a cutoff MOSFET in series
with low-Vqy logic circuits in order to cut off a leakage current in a standby mode [4.2]. The MTCMOS
does not work below a 0.6-Vpp because the highqyf cutoff MOSFETs does not turn on. Consequently,
the MTCMOS cannot be used below a 0.684é.

4222. VTCMOS (Variable-Threshold CMOYS)

Another scheme named a VTCMOS (variable-threshold CMOS) applies biases to backgates of
MOSFETSs in logic circuits to cut off a leakage current in a standby mode, which exploits the body effect
[4.3]-[4.4]. This scheme cannot be applied to a fully depleted SOI process. It is also difficult for a partially
depleted SOI process due to an area overhead required to apply the backgate biases. Another drawback is
that the VTCMOS requires modification to cell libraries to separate backgate-bias lines frggnaad/
ground lines.
4.2.2.3. DTMOS (Dynamic-Threshold MOS)

The DTMOS (dynamic-threshold MOS) scheme ties a gate and backgate of a MOSFET together and
thus, change¥, of the MOSFET so thatry is high in an off state and low in an on state [4.5]. The
DTMOS, however, suffers from a 10-mA-order leakage current\gpaof 0.5-0.7 V per 1-M logic gates
because of an inherent forward-bias current of a source-backgate junction of the MOSFET. By combining
the SCCMOS and DTMOS, the leakage current in a standby mode can be reduced while high speed of the
DTMOS can be enjoyed in an active mode. For this purpose, the VTCMOS cannot be used with the

DTMOS, in which a backgate is always fixed to a gate.
4.2.3. Measurement Results

A test chip was fabricated in a 0.3-pm triple-metal CMOS process, Whgsis 0.2 V for both of

pMOSFETs and nMOSFETs to demonstrate the effectiveness of the SCCMOS. A micrograph of the test chip
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is shown in Fig. 4.3. The area of the gate-bias generator is 100xF00 pencurrent consumption of the
gate-bias generator is 0.1 pA at a 0.5984 when the pumping frequency is set to be 10 kHz. Delays and
standby currents of inverters, 2NANDs, flip-flops and pass-transistor logic gates were measured by means of
ring oscillators that have 101 stages for each circuit.
4.231. Inverter and 2NAND

The measured speed characteristics of the inverters and 2NANDs with fanouts of three are shown in
Fig. 4.4 with circles and crosses, respectively. The simulated delay characteristics using HSPICE are shown
with lines as well. Gate widths in the logic gates are all 2.4 um so that the total logic gate width is 484.8 um
for the 101 inverters and 969.4 um for the 101 2NANDs. On the other hand, the gate width of the cutoff
PMOSFET is 10 um. The SCCMOS pushes low-voltage operation limits of the logic gates further than the
MTCMOS by 0.2 V. In addition, the SCCMOS operates almost at the same speed of the “no cutoff
MOSFET” case, and namely the 10-pm width is sufficiently large as a cutoff pMOSFET in this
measurement. The measured standby current is below 1 pA per logic gate. The active energy consumption of
a 2NAND with fanouts of three is 8 fJ per switching.

Fig. 4.5 shows simulated delay dependency on the gate width of the cutoff pMOSKE](g),in
both cases of single connection and two-serial connection. The speed degradation is 4.6% for the inverter
and 8.6% for the 2NANDnN the single cutoff-pMOSFET case although a double width is needed for the
two-serial connection to achieve the same speed of the single cutoff-pMOSFET case, which means that an
area overhead is four times as large as the single-connection case.
4.2.3.2. Flip-Flop Keeping Information in Standby Mode

When logic circuits are in a standby mode and a cutoff pMOSFET turngpygif,drops almost to the
grounddue to a large leakage current of the lowNogic circuits. Consequently, flip-flops in the lowRY
logic circuits lose stored information in the standby mode. This is fatal in certain applications, and one way
to solve this problem at a system level is to send all information stored in the flip-flops to external memories,
for instance, with scan-path flip-flops before entering the standby mode, and then to restore the information
back into the flip-flops in resume operation.

When this solution at the system level is not preferable, a flip-flop in Fig. 4.6 can be used in the
SCCMOS. A current-latch flip-flop is made of the lowgVMOSFETs for high speed with a cutoff

PMOSFET, and an SRAM cell composed of highy\WMOSFETSs is added to the flip-flop to suppress a
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leakage current in the standby mode. The source voltage of the SRAM cell is —0.5 V to obtain strong drive
in resume operation. Namely, the substantial supply voltage is equivalent to 1 V. If the driving capability of
the SRAM cell is low, the SRAM cell cannot write the stored information back into the output nodes of the
cross-coupled 2NORS) and Q, and the stored information of the SRAM cell is reversely overwritten. The
waveforms of the flip-flop are shown in Fig. 4.7. Before entering a standby mode, aiMirsg asserted

and,Q and Q is stored into the nodes, N1 and N2. In the standby n@@dad Q are almost at the ground

level due to the large leakage current of the low-Vogic circuits. N1 and N2, however, keep the right
information. In resume operation)L is asserted again, and the stored information is written baclQinto

and Q.

Fig. 4.8 shows the measured delay characteristics of the flip-flops. In order to measure the flip-flop
delay, an edge-trigger pulse generator shown in Fig. 4.9 is used. At first, the delay of the flip-flops with the
edge-trigger pulse generators is measured, and then the delay of only the edge-trigger pulse generators is
subtracted from the delay of the former to get the genuine flip-flop delay. —0.5 V is applied to a p-type
substrate to prevent p/n junctions in the SRAM cells from being forward-biased only in this measurement.
The -0.5-V substrate bias increasegma of all NMOSFETs from 0.2 V to 0.3 V since the process is not a
triple-well technology. This is why the flip-flops are slow in this experiment. With the triple-well technology,
the flip-flop delay decreases to about a triple of the inverter delay with fanouts of three.

42.3.3. PTL (Pass-Transistor Logic) Gate

A test circuit of PTL (pass-transistor logic) gates that can achieve high area efficiency was fabricated by
means of the gate-array structure. The layout and circuit schematics are shown in Fig. 4.10. This gate-array
structure is optimized for a single-rail PTL and simpler than a PTL gate-array structure previously published
[4.6]. One basic cell is composed of a pMOSFET and two nMOSFETSs. The gate width of the pMOSFET is
0.96 um and those of the nMOSFETSs are 4.8 um and 1.2 pm, which are optimized sizes as an SRAM cell.
Therefore, an SRAM cell can be mapped onto this gate array with two basic cells. A small pull-up
PMOSFET with a feedback restores a voltage droggfdue to a series of NMOSFET transfer gates to a
full swing. Fig. 4.11 shows measured delay characteristics of the single-rail PTL gates with the SCCMOS.
Operation at a 1-Wpp is verified, but 0.5-V operation is questionable with the PTL gates because of an
inherent voltage drop ofry. However, in other words, it can be said that the SCCMOS does not degrade

speed of CMOS-logic gates and PTL gates while a leakage current is sustained below 1 pA per gate in a
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standby mode
4.3. DLC (Dynamic L eakage-Cutoff) SRAM

According to the ITRS prediction [4.7], a 90% area of an SoC (system on a chip) are occupied by
memories in 2013 as shown in Fig. 4.12, and a considerably high leakage current flows through the memory.
Since SRAMs apparently play a large part in memory even in a future SoC, it is very important to cut off a
leakage current. However, it is not possible just to apply an existing leakage-cutoff scheme such as the
MTCMOS to SRAMs because information stored in SRAMs evaporates if a power line is cut off. Thus,
low-voltage SRAM schemes in other ways have been proposed including the OSD (offset-source driving)
scheme [4.8] and BSN (boosted storage-node) scheme [4.9] as shown in Fig. 4.13. However, in these
schemes, gate voltages of MOSFETSs go over supply voltages, which give rise to reliability issues in cases.

In the OSD scheme, when an SRAM cell is not selected, a substantial supply voltage applied to the
SRAM cell is 0.8 V because a source voltage of the SRAM ¥ellrce, is 0.6 V When it is selected,
however,Vsurce is pulled down to the ground. In this situation, the gate-source voltage in the hatched
MOSFETSs goes up to 1.4 V, and it is not possible to assure gate-oxide reliability when the MOSFETs are
optimized for 0.8-V operation.

On the other hand, a 1.4-V supply voltage is applied to an SRAM cell in the BSN scheme even though
peripheral circuits are operated at 0.8 V. Again, when the MOSFETs in the memory cell are optimized for
0.8-V operation, it is not possible to assure the gate-oxide reliability.

As a result, the both schemes suffer from the reliability issue of the gate oxide since a higher voltage

than a supply voltage of peripheral circuits is applied to SRAM cells to gain high-speed operation.
4.3.1. Circuits

Fig. 4.14 shows the schematic of the proposed DLC (dynamic leakage-cutoff) SRAM with operation
waveforms. The salient feature of the DLC SRAM is that n- and p-well bislggs,. and Vpyg, are
dynamically changed in synchronizing with a wordline signal for selected SRAM cells. This scheme is
different from the VTCMOS in which well biases synchronize with a standby signal. It should be noted that
a triple-well process is required to realize the DLC SRAM but a triple-well process is preferable anyway for
SoCs, in which analog circuits and memories are embedded in digital circuit environments and electrical

isolation is an issue.
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As illustrated in Fig. 4.14 (a), an n-well and p-well bias drivers drive two adjacent rows at the same
time so that the number of drivers can be a half. Unlike the OSD and BSN schemes, the DLC scheme
requires only a singléry, and does not need multiplg,s.

Fig. 4.14 (b) shows operation waveforms\Mfye.. and Vewer Wwhen SRAM cells are selected and
dormant, in whichVywe.. and Vpyg . are dynamically changed/ywe. and VpweL are zero biases for
selected SRAM cells. In contrast, they are k&f2and -Vpp in @ dormant state, respectively, which means
negative biases. By doing so, the threshold voltages of the p- and nMOSFETSs in the selected SRAM cells
becomes relatively low by the body effect and assures a large drive, which in turn achieves fast operation.
On the other hand, the threshold voltage of dormant SRAM cells is relatively high, which suppresses a
subthreshold leakage current. The n- and p-well bias drivers are controlled by row decoders in order to
synchronize with a wordline signal.

4.3.2. Wdl-BiasDrivers

Fig. 4.15 (a) and (b) show circuit schematics of n- and p-well bias driver, respectively. Fig. 4.15 (c)
plots the correspondingd¥-Vep trajectories of all MOSFETSs in the n-well bias driver in dynamic operation.
It is seen that each MOSFET in the well-bias driver does not feel a voltag®pvacross gate oxide,
which assures sufficient reliability.
The n-well bias driver draws a leakage current WAgiis “H”, and alternatively the p-well bias drivers
draw leakage current whew{is “L". However, there is no leakage current whgpand ¥, are opposite,
which means that the leakage currents of the well-bias drivers is not an issue because only one n-well bias

driver and one p-well bias driver draw the leakage currents.
4.3.3. Design Considerations

4.3.3.1. LeakageCurrent

Fig. 4.16 shows simulated leakage characteristics of a 1-Mb SRAM in a 0.35-pumploprécess,
with which a test chip was designed and fabricated. A¥grds desirable from a delay point of view. The
total subthreshold leakage currehgak, however, goes up to 200 mA, which should be compared with a
dynamic current of 5 mA at 100 MHz. Therefore, the subthreshold leakage current is dominant in the SRAM
even in an active mode. If more than 1-Mb are necessary, the situation gets worse because the dynamic

current does not increase much while the leakage current does increase linearly.
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By using the DLC scheme,\4& can be shifted by 0.14 V atp of 0.5 V when the SRAM cell gets
dormant, and by 0.25 V at\gp of 1 V with the employed technology. In other words, although a threshold
voltage in the selected SRAM cells is 0 V, the leakage current is decreased to a levshwiseset to 0.25
V or 0.14 V as shown in Fig. 4.16. In case of a ¥y, the total leakage current is suppressed to 0.9 mA
from 200 mA.
4.3.3.2. BitlineDeay

Fig. 4.17 is simulated bitline-delay characteristics. Singg,as shifted to a higher value with the DLC
scheme, the originaly, before shifting can be set lower. For instance Mf;ais set to 0 V, the bitline delay
can be reduced by a factor of 2.5 at a 0.8p¥ while the subthreshold leakage current is kept at 0.9 mA.

4333. CdlArea

The area overhead per DLC-SRAM cell is 27% as shown in Fig. 4.18. Other than the SRAM cells, the
DLC SRAM has another area overhead for the well-bias drivers. If an SRAM-cell area is assumed to occupy
about 70% in the conventional SRAM, the overall area overhead in the DLC SRAM is laid between 20%
and 50% as shown in Fig. 4.19, which is a function of the number of selected SRAM cells. The area
overhead tends to be reduced as the number of selected bits increases because the number of well-bias
drivers decrease. A deep-trench isolation technology can reduce the overhead by 10% since the major cause
of the area overhead is due to a well-separation rule.

Compared with the DTMOS scheme, in which a gate and well are tied and a well-bias change is limited
to 0.7 V, the DLC scheme can allow more well-bias change than 2 V. This leads to a larger\&hift in

which in turn achieves a higher speed with a same leakage current.
4.3.4. Measurement Results

Fig. 4.20 shows a micrograph of a test chip fabricated with the 0.35-um CMOS process. The area
overhead by the well-bias drivers and the DLC-SRAM cells is observed to be/3@%af pMOSFETs and
NMOSFETs are both 0.15 V because of limited accessibility to a lgwpxbcess. The 0.15-Vq is not
ideal from a speed and leakage point of view, but we carried out an important measurement that cannot be
simulated by a circuit simulator, which is a well-disturbance test.

In the DLC SRAM, the well biases are dynamically changed, and an unexpected flip in the SRAM cells

may occur. Fig. 4.21 shows the results of the well-disturbance test in which the well-bias pulse frequency is
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100 MHz. No abnormal flip in the DLC-SRAM cells was observed when a ranygpois from 0.5 V

through 1 V and a well-bias amplitude as a disturbance is in a range from 0.5 V through 2 V.
4.4, Summary

In this chapter, two leakage-current reduction techniques for logic circuits and SRAM cells were
introduced.

The SCCMOS was proposed to realize CMOS-logic circuits to work below a Ugh-Without speed
degradation. Although the SCCMOS adopts a lomy-vutoff switch, a standby current is 1-pA-order per
logic gate with the gate of the switch overdriven. The SCCMOS can be effectively combined with an SOI
technology, DTMOS structure, and/or PTL gates, and thus it is promising for future technologies that are
optimized for low-power operation.

SRAM can speed up the conventional low-voltage SRAM by a factor of 2.5 while a subthreshold
leakage current is maintained in a tolerable level by using the body effect. The DLC scheme does not apply
an excessive voltage across to gate oxide. The area overhead is about 30% if a data width is 32 b. This
overhead can be reduced by 10% by introducing a deep-trench isolation technology. The DLC is resilient

against disturbing well biases.
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5. Vpp Hopping with Off-the-Shelf Processors for Multimedia

Applicationsand Its Extension to pl TRON-LP

5.1. Introduction

For multimedia mobile systems powered by a small battery such as a 3G cell phone, power-efficient
design managing both low power and high speed is required. In order to save power of a hardware, there
have been several concepts that dynamically provide an optimum fine-gk@imésupply voltage) and
(clock frequency) to the hardware [5.1]-[5.6], which are called DVS (dynamic voltage scaling). However,
redesign is required to implement it becalfsg andf are controlled with a model of a critical path and
hardware feedback. Consequently, it is difficult to apply CVS to an off-the-shelf processor sold on the
market.

Alternatively, Crusoe adopts software power management called LongRun [5.7]-[5.8], which relies on
its workload history. Namely, LongRun works fine in PC environment but is not suitable for embedded
systems since it cannot reduce power by making use of data-dependent nature of multimedia applications
nor guarantee a real-time feature.

The next section presents a chip that externally provggsandf to an off-the-shelf processor, and
realizes DVS for a multimedia application with a concept of run-time voltage hopping [5.9]-[5.10]. The
novel DVS system is hereafter callegpvhopping. As processor performance improves, effective power
management of a system is increasingly achieved through software [5.11]-[5.16}ahdpying is a kind
of software approach to save power consumed by a multimedia application.

In Section 5.3, with a help of not onlyy hopping but also a RTOS (real-time operation system), DVS
is embedded as a real-time multitask system. The cooperative design of applications and an RTOS is more
efficient than a case that only applications dgp\hopping. We call the cooperative design, CVS
(cooperative voltage scaling), which encompasses interaction among an RTOS, applications, and a hardware,

and save power consumed by a processor.
5.2. Vpp Hopping

Fig. 5.1 shows a conceptual diagram @HVWopping. A multimedia application calculates workload of

a task and then, sends speed information to an extemghdpping hardware through a processor.
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Otherwise, the application sends sleep information if there is no task to execute, and the processor gets into a
sleep mode. By using the speed information, thg-Nopping hardware providég,, andf to the processor.

Vpp hopping accordingly makes dynamic adjustmen¥gf andf depending on workload of the processor.

Power can be drastically saved when workload is low because we carf bovidfp at the same time, and

power is proportional to a square\Gfy. This is the basis of 36 hopping. A highelpp should be used only

when high performance is needed.

In this section, two-level M, hopping is explained since two levels are sufficient as describe later on.
frax/2 (half frequency) is used with a lovyp, andf,.x (full frequency) is used with a highpp. These two
frequencies are set to enable safe synchronization between a processor and peripheral circuits. By limiting
the number of discrete-voltage levels to two and providipg and f externally, \bp hopping make it
possible to use an off-the-shelf processor. Consequently in two-lgydidpping,f.a/2 and a lowpp are
used when workload is 50% or less, dng and a highvpp are used when workload is over 50%, which
means thatVpp hops between only two voltages depending on required performance using software
feedback. The number of hopping levels is crucial in a product because many test sequences should be run if

the number is large.
5.2.1. Concept

Fig. 5.2 shows three approaches to save power when the workload is, for instance, 50%. The
approaches (a) and (b) in the figure are the conventional ones while (c) is DVS, which shows the highest
power saving. The point is to execute a task as slowly as possible.

(@ “NOP” loop while waiting: Even if there is no task to be done, an application program usually
executes “NOP” loop to wait for either a next task or interrupt. Clock generators with PLL/DLL,
memories including caches, and address calculations have to operate in the “NOP” loop which
consumes a certain level of powe,.,, whereb<l. A normalized powel\P, is expressed as a
function of a normalized workloadiiw, as follows.

NP(NW) = (L-b)NW +b. (5.1)

(b) Sleep while waiting: If a sleep mode is available on a target processor, an application program can

use it after a task is completed until a next task starts or an interrupt is acknowledged. In this case,

since almost power is hardly consumed in the sleep iRl given as follows.
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NP(NW) = NW . (5.2)
(c) Operate slowly without waiting (DVSNW andNP are given as parametric functions\p with

the a-power law MOSFET model as follows [5.17].

a
NW(V,,) = VDDmax[ Voo ~ Vi ]
Voo Voo max Vi,

NP(Vpp) = (Voo /VDDmax)2 NW(Vp5)

a+l

ONP(NW) =NWe2 if Vg, =0.

(5.3)

V4 denotes a threshold voltage of a MOSFE&Tepresents a velocity saturation index, and is about 1.2
in a recent short-channel MOSFET while 2.0 in a long-channel one (classic Shockley model). NP
dependences oRW for the three cases are illustrated in Fig. 5.3. In DV, is decreased to a level at
which a speed is just satisfied whilV is less than one. It is clear that DVS saves a total power best.
Furthermore, it is seen from the figure,\4s and a lower, effectiveness of DVS increases, which suits
MOSFET scaling and becomes an advantage in DVS.
5.2.1.1. Application Slicing

Multimedia applications usually synchronize with their own regular periods, for instance, 60 Hz for
MPEG2 and 44.1 kHz for CD audio. The WCET (worst-case execution time) of the application has to be
equal to or less than the period on a hardware platform in order to keep a real-time feature. The execution
time of the application, however, is frequently less than the WCET, sometimes by a large amount since
workload strongly depends on data imposed on hardware [5.12]. For example in an MPEG4 encoder (code
decode), workload becomes higher as objects in an image move fast, although the worst-case data are
seldom input in an MPEG4 encoder as shown in Fig. 5.4 and in most cases, a task finishes well before the
WCET. In addition, even if the worst-case datanjgut, there may be a time margin because the WCET is
equal to or less than the period.

This is one of motivations for 34 hopping. An execution time is not constant, and it does not always
take the WCET to execute a task. At a start of each application, however, we do not have any information
about its future execution time, and it is impossible to predict future workload without an error. In order to
solve this problem, application slicing is introduced. If a task is sliced, an unused time from the previous

slices can be exploited by the following slices. By checking the current time and slack time (time margin) to
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execute the next slice, application slicing adaptively selects optiframd Vpp at run time to minimize
power.

Fig. 5.6 explains the concept of application slicing when only one task is running on a processor. The
task is periodic and its period ®erop. If @ task is not periodic, application slicing is not applicable,
however, multimedia applications are fortunately periodic as described at the beginning of this section. In
other words, ¥p hopping with application slicing is suitable for synchronous tasks such as multimedia
applications, and not suitable for an asynchronous task such as communication processing. In an MPEG4
encoder, although communication may be necessary, a communication rate is low, say 64 kbps. Therefore,
an overhead of communication is estimated at less than 1%, which is negligible compared with an MPEG4
encoder itself.

As illustrated in Fig. 5.6, the WCET of a taskycerion, 1S Chopped intdN slices with potentially
different lengths each other. The WCET of thk slice, Twcer (i=1, ...,N), and the WCET from thith to
N-th slices,Twcerion, €an be obtained through static analysis or direct measurement in a design stage [5.18].
In a code fragment at the head of each slice, a slack time that is allowed to execute the slice is dmputed.
is a deadline, which is the interval to the next initiation time.

Then withD, a slack timeTgacxi, iS checkedTg acki iS obtained by subtractinGyceri+1on from D.

Ideally, f can be reduced t®wcen/Teacki- IN reality, however, an arbitrary choice fotauses a serious
problem at interfaces with peripheral devices. In order to solve this issugp inO@ping, a candidateis
limited only tof,ux or frad2, Wheref,, is the maximum frequency of a processor. In two-levyg) Nopping,
thei-th slice is carried out ditu.,/2 if Tg acki=2Tweeni+ Ty, WhereT,, indicates a transition time éfandVpp.
According to this procedure, the optimdrand correspondingpp are adaptively selected by software on a
slice-by-slice basis. After finishing this-th slice, the processor goes into a sleep mode until the next
initiation of the task.

Fig. 5.6 shows an example of temporal behaviors g Nopping obtained by a simulation for an
MPEG4 SP@L1 encoder when the WCET is 66.7 ms (one video frame). The workload is 42% of the worst
case. If infinite levels of are available, namely, infinite levels @§p are provided, the maximum power
reduction is possible. However, the power improvement is just 8% compared to twogeVelpping. This
is the reason why the levelsfaindVpp are limited to two in ¥p hopping.

In case of two-level ¥ hopping in Fig. 5.6 is used only 6% whil&/2 is used for 70% of the
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time. For the rest of the time, a processor is in a sleep mggd. still needed because the processor has to
run atf..x when the worst-case data that hardly come is input. This tendency holds for other multimedia
applications such as an MPEG2 decoder and VSELP (voice encoder), and about an order of magnitude
improvement in power are assurecp\opping can be applied to such an application which synchronizes
with a regular period and whose WCET is known.
5.2.1.2. Second Frequency

Here, we would like to describe wiiy,,/2 notf../j (j>2) is preferable as a second frequency. One of
the reasons is that the average workload of the MPEG4 encoder treated in this work is about a half. If an
average workload of an application is known as about 1/3 in advance, and a processor is used only for the
application, the best choice of the second frequency woufgLl6@. In general, however, a processor in a
recent system is used for various applications, and an average workload is unknown. Therefore, a workload
of an application is to be supposed to vary randomly from zero to one, in which&&s@s a second
frequency minimizes an average power.

Fig. 5.7 shows power dependence on workload. The segments OAC corresponds to power dependence
whenf.d] (>2) is used as a second frequency while the segments OBC corresponds td ga2e e
areas of quadrilaterals OACIxcp) and OBCD $&oscp) are proportional to an average power when
workload varies randomly from zero to one. It is demonstrated i minimizes the average power if
Soacp™>Soscp-

Soaco andSeeep are given as follows.

Soaco = NP/ j)/2j+(1/2-1/2))[NPQ/ j)+1] where j>2,

Soscp = NP(L/2)/ 4+ (1/ 2-1/ 4)[NP(1/ 2) +1]. (5.4)

NP(1/) signifies a normalized power when a workload js ItV order to demonstra®acp>Soscp, the
following inequality derived with (5.4) has to hold.

NP(/ j)>1/j+NP@1/2)-1/2 where j>2. (5.5)

Now 1jf is substituted by a normalized worklo&tly. (5.5) becomes the following.

NP(NW) > NW + NP(1/2)-1/2 where NW<1/2. (5.6)

In Fig. 5.7, a dashed line passing through the point B shows the fuGgitM)=NW+NP(1/2)-1/2,
and the shaded regioR corresponds td=>NW+NP(1/2)-1/2 whereNW<1/2. Therefore, if the curve

NP(NW) passes through the regiBn(5.6) holds, which in turn demonstra®aco>Soscp-
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Supposel(NW) is a tangent line that touch®#(NW) at the point, B. SincBlP(NW) is a concave
function, NP(NW)-T(NW))”">0, and (NP(NW)-T(NW))'<0 where &NW<1/2. ThereforeNP(NW)-T(NW)
is a decreasing function wher&NW<1/2, and is zero wheNW=1/2. This means thatP(NW)>T(NW)
where &NW<1/2. If the slope off(NW) is less than on&,(NW) passes through the regi®a In this case,
Soacp>Sorcp €an be demonstrated becaldié(NW)>T(NW), and NP(NW) passes through the regidh
Finally, the condition thaBoaco>Sosco Now becomes the following.

dNP(NW)

<1.
ANW (5.7)

NwW=1/2

As abovementioned in this subsectibi®, dependence dNW is shown as follows.

a
1 ( Vg Vi Voo max
NW(Vdd) :_[ ;d V TH/V DD J
Vg ~ViH ,

NP(Vg) = Vig NW (V)
where vy =V 1V

DD max

(5.8)

DDmax*
Since (5.8) can be given as parametric functions, and it is difficult to write it in an closed form, the

slope ofNP(NW) atNW=1/2 is numerically calculated as follows.

dNP(vyy)
dNP(NW)| dv,,
Sope= =
P dNW |NW:1/2 dNW (v, ) (5.9)
dvdd NW (vyg)=1/ 2

The result is shown in Fig. 5.8. In the regions whe?é{/Vppmax<l and Xa<2, which hold in normal
VLSI processors, the slope does not exceed one. Ther&Qee>Soscp IS how demonstrated, and it is
established that an average power is minimized ViiRgi2 is chosen as a second frequency for a system in

which a workload of an applications varies randomly from zero to one.
5.2.2. Breadboard Design

An MPEG4 encoder system was built to demonstrate feasibilityppfidpping as shown in Fig. 5.9.
The system utilizes an off-the-shelf processor, Hitachi's SH-4 [5.19], and its embedded system board made
by Densan [5.20]. The block diagram of thgpMhopping system is illustrated in Fig. 5.10. An H.263
standard sequence “carphone” is used as input data. The image has 80x64 pixels (5%x4 macroblocks), and is
stored in a flash ROM as raw data. One macroblock corresponds to one slice in a manner of application

slicing. In addition, other two slices are assigned to an initial and display routine, and consequently the
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MPEG4 encoder has 22 slices. In order to obtain the WCET of a video frames, a frame rate is varied to
check that the system works in time without a video frame dropping. 200 ms is obtained as the WCET,
which means that the frame rate of the system is five per second. It should be noted that the image size and
frame rate are different from the standard, however, feasibility,gfhdpping can be verified in respect of
both hardware and software.

The optimunt andVpp are calculated with the SH-4. Speed information is sent through a SH-4 1/0 bus
and a local bus to a VME bus as shown in Fig. 5.10, which controbs-Adpping board implemented by
an FPGA (Altera EPM7064). Because only 1/O instructions are required to implegyehbpping, no new
instruction set is necessary. This is the reason wlayhépping can be implemented without redesigning a
processor.

The FPGA has two timers in itself. One timer watches the current time. The other timer is used to keep
the processor in a sleep mode during ¥ansition, which avoids malfunction due to thgs\fransition. The
FPGA requests interrupts with the timers, and the processor acknowledges them through the VME bus.
5.2.2.1. Clock Frequency

The processor has a frequency control register called an FRQCR as shown in Fig. 5.10. The FRQCR
can instantaneously change an internal clock frequency that is synchronized with an external clock
frequency of 33 MHz. Since 200 MHz and 100 MHz are used as operation frequencies and they are divisible
by the external clock frequency, there is no synchronization problem at interfaces with peripheral devices.
For a processor that does not have such kind of frequency control register, a clock frequency should be
externally changed in order to provifig, andf../2. In this case, the processor must be halted during a
settling time of a clock distribution network including a PLL/DLL to avoid malfunction. A controller
described afterward output such frequencies by itself.

In Vpp hopping,Vpp must be changed accordingftdy using the speed informatiovgp is selected
out of 2.0 V a8/ppmax for 200 MHz or 1.2 V a¥pppin for 100 MHz by power switches on thgy/hopping
board. Relationship betweéandVpp is obtained by measuring physical characteristics of the processor.
5.2.2.2. Power Switch

On the \bp-hopping boardypp hops betweelWppmax andVppmin Using power switches (NEC 25J208),
which has one of the lowest threshold voltages on the market. However, since the threshold voltage is 2.8 V

that is higher thaWppma, the switches never turn witbpn. Consequently, an RS-232C driver (Maxim
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MAX232) is used as an amplifier that amplifies the gate voltage of the switches to 8 V.

Fig. 5.11 and Fig. 5.12 are measuregh Waveforms. The measured fall and rise times for the V
transition are less than 200 ps and 100 us, respectively with a decoupling capacite@geof 30 uF at a
Vpp node.

A care should be taken for the overlap\Maf..x (an enabling signal 0¥ppma) andVenin (@n enabling
signal ofVppmin). During the \4p transition betweeNppax andVpprin, there are two cases; one is that there
is overlap betweeWNgnox andVgnmin, and the other is that there is no overlap between them. It is virtually
impossible to turn on one switch and turn off the other switch at the same time. If there is a 2-us overlap
whose situation is depicted in Fig. 5.11, large current might flow ¥g#Rax t0 Vopmin @nd cause a problem.
However, thanks to the decoupling capacitors, no spike noise or voltage drop is observed.

If there is no overlap betwe&ftnax andVamin, there is a period whilgpp is completely cut off from
both Vppmax @nd Vppmin, Which causes a serious problem as seen in Fig. 5.12. A fallipgase is barely
safe, but in case of risingp¥, Vbp sags belowppmin due to discharge from the decoupling capacitor, which
puts the system in a hung-up status. In conclusion, switching beWysgn andVppmin should be carried
out with a period while botkppnax andVppmin are connected to apy line for a short time.

Another care than the timing overlap is of a power-on sequ¥ggg.should be asserted in a startup to
connecVppnax t0 @ \pp line for a stable system. The other is about an order of contxgpadndf. In case
of falling Vpp, f should be decreased at first, and thMgp should be decreased. Alternatively, in case of
rising Vop, Voo is increased at first, and theis increased

In order to avoid malfunction, a processor stays in a sleep mode dyyrntgavisition. This is realized
by using the timer as abovementioned at the beginning of this subsection, which is different from a
system-clock timer in order to know the current time. Before thethansition, 200 ps is set to expire at the
end of the Vjp transition for both falling and rising cases, and then the processor moves to the sleep mode.
The Vpp-transition timer wakes up the processor with an interrupt when the preset time expires. All
interrupts must be masked in order to avoid malfunction during the tkansition except for the
Vpp-transition timer, which means that the interrupt level of thg-tvansition timer should be highest.
Since the ¥p transition is relatively long, y hopping is not suitable for a fast-response system such as a

servo system.
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52.23. Power

Fig. 5.13 (a) shows measured power characteristics ofghédpping system. A power at 200 MHz is
0.8 W while that at 100 MHz is 0.16 W. This means that energy at 100 MHz is 2.5 times as efficient as that
at 200 MHz. A sleep mode is operated at 100 MHz and 1.2 V in order to save standby power, and it is 0.07
W. Since an average time f¥ppnax is 8%, that foNppmin is 86%, and that for the sleep mode is 6%, the
average power in p hopping is 0.21 W. In the processor, 1/0 buffers are not optimized for low-voltage
operation at 100 MHz, and if they were carefully desighggyin could be below 0.9 V instead of 1.2 V. In
this case, the power at 100 MHz could be reduced to about a half.

Based on Fig. 5.13 (a), power dependence on workload can be obtained as shown in Fig. 5.13 (b). 0.8
W at 200 MHz corresponds to a full workload while 0.16 W at 100 MHz corresponds to a half workload.
The processor consumes 0.07 W in a sleep mode and 0.58W in a “NOP” loop when workload igpzero. V
hopping works more effectively than the case of “NOP” loop in a low-workload region as seen in Fig. 5.13
(c). On the other hand, compared with the case of sleep mggddhopping is the most effective when a

workload is a half because the second frequency is fgl/&
5.2.3. LSl Design

After evaluating the ¥p-hopping breadboard, apy-hopping controller was designed and fabricated,
which has the same function as the breadboard. Fundamentally, the FPGA portion on the board was
implemented to the controller in a standard-cell design style.

In the Vpp-hopping controller, the gate width of the power switch is critical. The simulated voltage
drop of the power switch is shown in Fig. 5.14. In the process used for the controller design, the threshold
voltage is 0.6 V that is smaller thafypmin (1.2 V). Therefore, a signal swing amplifier is not necessary
which was required for the breadboard design. When a gate bias is 1.2 V, and load current is 0.13 A, the
maximum gate width is needed. A gate width of 27 mm is found to be appropriate when a voltage drop by
the switch is set to less than 0.05 V. It should be noted that this gate width can draw a large current of 0.4 A
through it wherVpp iS Vppmax (2.0 V).

Fig. 5.15 illustrates a schematic diagram of thg-Wopping controller. The timing overlap between
Vemax @NdVenin is critical as well as the breadboard design described in the previous subsection. In order to

adjust the period of the overlap, programmable timers are put at the gates of the power switches as shown in
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Fig. 5.15 (a). One more care other than the timing overlap is for a stéstsa, should be connected to a
Vpp line with the System_reset signal in order to initiate a system stably. The controller also has an
all-purpose decoder for the power switches as shown in Fig. 5.15 (b). For a processor that does not have a
frequency control register, thesy-hopping controller has a clock frequency selector to output djthesr
frax/2 @s shown in Fig. 5.15 (c). A programmable timer in the figure aodtlenging during program
execution. In general, a processor must be halted hitel VVpp is being changed to avoid malfunctions
due to the transition. In addition, two other timers are available to watch the current time, and to wake up out
of a sleep mode using an interrupt signal aftef #red \f,p transition as abovementioned.

Fig. 5.16 shows the measured waveform¥f and the sleep signal of the processor. The application
is the MPEG4 encoder, and input sequence data are the same as that on the breadboard. It should be noted
that just two video frames are shown in the figignax is used only 8% on average while a sleep period is
6% on average. This means that 86% left is usedvfgri,. Therefore, the average workload is 51%
(8%x1+86%x0.5+6%x0).

Fig. 5.17 shows a power comparison betweep Yopping and other fixedpds schemes for the
MPEG4 encoder. M hopping is measured to consume 0.21 W. If the I/O buffers of the processor were
carefully designedYppmin could be 0.9 V and the power would become 0.15 W. In this casehdpping
can reduce the power to less than a quarter of the case of “NOP” while waiting.

The controller was fabricated with a Rohm 0.6-pum triple-metal CMOS process as shown in Fig. 5.18,
which consumes 0.01 W when an external clock is 33 MHz. The size is about 4.6x2ictading two
power switches of 27-mm width. The switches are implemented with comb-shaped pMOSFETs because of

their huge width.

5.3. JITRON-LP: Power-Conscious RTOS (Real-Time Operation

System) Based on CV'S (Cooper ative Voltage Scaling)

In order to realize CVS mentioned in Section 5.1, an RTOS (real-time operation system) is modified so
that it maintains and provides timing information to plural applications. An application itself is also modified
in manners of application slicing and,)/hopping as described in the previous section. A code fragment
determineg andVpp according to both its WCET and timing information provided the RTOS. The rationale
of CVS is that the RTOS knows only global timing information among tasks while each application has
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better knowledge about its own structure and behaviorpinhdpping, only one application operates using
its own timing information without an RTOS, but in this section, the RTOS help plural applications exploit

inter-task timing information.
5.3.1. CVS(Cooperative Voltage Scaling)

53.1.1. Modd

Fig. 5.19 shows a structural model of CVS. This is similar to Fig. 5.1, but an RTOS is implemented in a
system. The software architecture is comprised of the power-conscious RTOS and applications. Hitachi
HI7750 [5.21] that is based on the pITRON specification [5.22] is redesigned as the power-conscious RTOS,
which we call pITRON-LP. Real-time tasks are scheduled according to fixed-priority preemptive-scheduling
algorithm in pITRON-LP, however, other scheduling algorithm may be utilized.

In LITRON-LP, an absolute time called a system clock is maintained by a cyclic interrupt from a
hardware timer, which interval is set to 1 ms meaning that 1 ms is the time resolution of the system. Since
the timer interrupt involves an interrupt service routine that consume certain processor cycles, a time
resolution cannot be arbitrarily lowered very much.

An RTOS kernel is frequently realized with a TCB (task-control block) and a set of queues. The TCB
holds task-specific information such as a priority and start address, and each queue maintains a list of tasks
under a scheduling status. We add an READY queue aqdeLie to pITRON-LP,, means a next initiation
time. The READY queue holds a currently running task as well as tasks waiting in order of priority to run. If
a task currently occupies a processor, it is called a RUN task, which is at the head of the READY queue. It
should be noted that the RUN task is still in the READY queue even though it is running, Gheu®
holds all tasks in ascending numerical order of time at which their next initiation is due. We also extend the
original TCB, which we call an ETCB (extended task-control block) containing specific timing information.

In addition, a scheduler in uITRON-LP is customized to perform necessary actions during task-state
transition. The scheduler manages the READY queue argudue, computes timing information in the
ETCB, and puts a processor into a sleep mode if there is no task in the READY queue. The processor,
however, wakes up in every system clock to keep the system clock counting, and then returns to the sleep

mode.
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5.3.1.2. ETCB (Extended Task-Control Block)

Each task is associated with the ETCB. Fig. 5.20 shows a pseudo code of the ETCB structure, in which

each element is managed based on task state transition illustrated in Fig. 5.21.

Treriop refers to a regular period of task initiation. This is fixed, and thus is not changed at run
time.

T, refers to relative time at which the next initiation is supposed to arrive. Every systemlglock,
of any task in any state is always decremented by one except for caggistedro (T, time-out).

In LITRON-LP, a | queue is adopted to monitor thetime-out. All tasks are sorted in ascending
numerical order of, to easily find the Ttime-out. If the T, time-out happens, a associated task is
automatically initiated, and thefeerop iS Set toT,. A newly created task is also immediately
initiated because ifE, is reset.

T4a refers to a system clock at which a RUN task is dispatdigds valid only when a task is in

a RUN state.

Tee refers to an accumulated time that has been already executed since the first dispatch. It should
be noted thale, is incremented by the remainder between the system clockggaioadly when a

task is preempted. is reset when a task is initiated.

D, refers to a relative time to a virtual deadline of a RUN tBgks valid only when a task is in a
RUN stateD, of a RUN task becomes zero regardles$,sfof tasks in the JJqueue if there are

two or more tasks in the READY queue. In this event, a RUN task should finish itself within its
own WCET. It should be noted that there is still possibility to decreasdVpp because some
slices might complete their execution earlier than their WCETs. On the other hand, if a RUN task
is the only one in the READY queue, LITRON-LP chooses the smallesthe T, queue a®, of

the RUN task. The smalle§} of the tasks in the,lqueue can be easily obtained because the tasks
are sorted in ascending numerical ordefTpfin the T, queue. In this case, the RUN task can
occupy a processor at least uilljl because there is no task waiting for its execution. Therefore,
the RUN task can lowdrandVpp if D, is longer than its WCET of the RUN task. Fig. 5.22 shows

how to determin®,. Incidentally,D, of the RUN task is also renewed every system clock.
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5.3.1.3. Real Deadline

In each slice, a code fragment computes a real deadlind,he code fragment obtaird, with a
system call, and then compares it to its own WCET. The longer one belbames

Fig. 5.23 shows a method to obtain the WCET of a RUN task. In the figure, the RUN task was
preempted four times. Since HITRON-LP adopts a preemptive scheduling algorithm, the WCET should be
acquired by subtracting accumulated execution time up to the presenilfk@mo.n. The accumulated
execution time since the first dispatchTig, and the execution time from the last dispatch time up to the
present is (system clocKg,). That is, the WCET becom@8Sycerion— Texe—(SYstem clock¥g,). The RUN
task can get its owle, andTg, With system calls.
5.3.1.4. Example

Now, we explain how CVS works using an example of a task set illustrated in Fig. 5.24. Suppose that
there are three periodic Tasks A, B, and C, andmtkansition time T, is zero. Task A is composed of three
slices with each slice taking two time units in the worst case. Task B is comprised of six slices with total
twelve time units in the worst case. Task C has only one slice whose WCET is two time units.

As for workloads of the tasks in the figure, we assume 50% of the worst case in Task A. That is, it takes
one time unit to execute one slice in Task A. In Tasks B and C, a workload of 100% is assumed meaning that
they run in their WCETSs.

In original HITRON, the scheduling looks like Fig. 5.24 (a) while the scheduling in uITRON-LP is
shown in Fig. 5.24 (b) whefp,, andf..,/2 are provided as available frequencies.

In the LITRON-LP, at time zero, Tasks A, B, and C are initiated at the same time. Task A starts first
since it has the highest priority. At the first slice of TaskDAjs zero because there are three tasks in the
READY queue. In this case, the real deadlidg;s six, which iSTywcerio3 Of Task A. Then, SinC8yceraios iS
four, the slack timelg ack1 is two.f remaind,, sinceTycer IS two.

At time one, the first slice finishes its execution because the workload of Task A is 50%. At the second
slice, the WCET is five sinc& is zero and (system clocKg) is now one.Tyecraws iS two and then,

Taacke is three. This is not enough to reddice a half. Thus, the second slice is executdghats well. At
the last slice of Task A, the situation is different from the previous slices. The WCET is tWg anel