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SUMMARY  One challenging issue of sensor networks is extension of
overall network system lifetimes. In periodic data gathering applications,
the typical sensor node spends more time in the idle state than active state.
Consequently, it is important to decrease power consumption during idle
time. In this study, we propose a scheduling scheme based on the history
of RTS/CTS exchange during the setup phase. Scheduling the transmission
during transfer phase enables each node to turn off its RF circuit during idle
time. By tracing ongoing RTS/CTS exchange during the steady phase, each
node knows the progress of the data transfer process. Thereby, it can wait to
receive packets for data aggregation. Simulation results show a 160-260%
longer system lifetime with the proposed scheduling scheme compared to
the existing approaches
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1. Introduction

Recently, advances in micro-sensors, low-power electron-
ics, and low-power radio frequency design have enabled the
development of small and low-power sensor nodes. Wire-
less sensor networks comprising such sensor nodes have
attracted attention for extracting information from a wide
range of sources. Generally, the sensor node works with
a battery. Virtually, all sensor nodes use batteries so de-
creasing power consumption is necessary to reduce the bat-
tery exchange frequency. Therefore, extension of the system
lifetime is the hurdle to achieve wireless sensor networks.

In order to lengthen the system lifetime, development
of low power wireless communication for wireless sensor
networks is one of the most important issues because it is
largest consumer of power. In particular, the following fac-
tors should be considered:

o Idle listening: The RF circuit operates while the sensor
node is not communicating. The RF circuit consumes
as much power when the sensor node does not receive
data as when it does.

e Retransmission by collision: The sensor node should
retransmit data and will consume power when the data
transmission fails because of collision.

In this study, we target the periodic data gathering ap-
plications, which periodically observe such as temperature
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and humidity. In this kind of applications, the base station
collects sensed information from the sensor nodes. In order
to extend the system lifetime for this kind of applications,
we approach cross-layer design of the application, network,
and MAC (Media Access Control) layer for the above is-
sues.

As described in Sect. 2, some protocols have been pro-
posed for the periodic data gathering. Among them, Power
Scheduling (PS) is promissing in the sense that it requres
neither complicated MAC nor global knoweledge of the net-
works. PS needs only an MAC with the RTS/CTS (Re-
quest To Send/Clear To Send) exchange function such as
MACA (Multiple Access Collision Avoidance) [8] and PA-
MAS (Power function Aware Multi-Access protocol with
Signaling) [6].

In PS, the network tree is composed for data collec-
tion (Fig. 1), and it is recycled two or more times. Each
node records the timing of the successful data transmission
in the first data gathering after tree construction, and then
it repeatedly transmits data packets at the same timing in
the following data gathering. In this sense, PS is a time-
based scheduling scheme. From now on, the duration of the
first data gathering and that of the following data gatherings
are called “setup phase” and “steady phase,” respectively.
In the steady phase, the series of the successful data trans-
missions in the setup phase is repeated so that packet col-
lision is avoided in the steady phase. Therefore, RTS/CTS
exchange is unnecessary in the steady phase, which saves
power consumption. Further, each node has only to wakeup
for scheduled data transmissions and receptions so that the
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Fig.1  Sensor network tree for data gathering application.
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idle listening can be suppressed.

Time-based scheduling in PS, however, leads to the fol-
lowing three drawbacks: First, time synchronization among
nodes should be kept accurate. To do so, a synchronization
protocol such as .... is necessary to be implemented. Second,
data packets can not be retransmitted in the steady phase so
as not to disarrange shceduling timing even if they are re-
ceived incorrectly. In the case where MAC layer supports
retransmissions, an enough margin should be reserved in the
schedule for serveral retries. Third, for similar reasons, the
size of sensed data in the steady phase should not exceed
that in the setup phase so as not to upset schedule timing. In
the case of variable-legnth data, a sufficient margin should
be afforded in the schedule.

In addition to the above drawbacks, data aggregation
[10] is not considered enough. That is, PS does not pro-
vide any function to facilitate data aggregation. Therefore,
each node may not completely aggregate incoming packets
although it may happen to aggregate received packets be-
fore relaying them towards the base station. If data aggrega-
tion is used, the length of outgoing packets after aggregation
should be invariant packet by packet. Therefore, not every
data aggregation scheme is applicable.

To cope with these problems, an event-based schedul-
ing scheme, named “Multi-layer Scheduling (MS),” is pro-
posed as an improved PS in this paper. In MS, the RTS/CTS
exchange is used even in the steady phase unlike in PS. This
enables each node to trace the progress of the data trans-
fer around itself. As a result, each node can decide when
it should send data packets. Because the interval between
successive events is variable, nodes can postpone to trans-
mit data packets so that they can fully exploit data aggre-
gation to the greatest possible extent as described in de-
tail in Sect.3. Apparently, the usage of the RTS/CTS ex-
change brings the increased power, but it can be mitigated
by means of PAMAS (Power function Aware Multi-Access
protocol with Signaling) [6] and the rewards of data aggre-
gation outweighed the overhead of the RTS/CTS exchange
in the steady state as shown in 4.

2. Related Works

Some protocols for periodic data-gathering applications
have been studied: Low-Energy Adaptive Clustering Hi-
erarchy (LEACH) [1],[11], Power-Efficient GAthering in
Sensor Information Systems (PEAGASIS) [3], [9], Power
Scheduling (PS) [2], etc.

In LEACH, a small number of clusters are formed in
a self-organized manner. A cluster head collects and fuses
sensed data from the cluster member nodes inside its cluster,
and transmits the result to the base station. LEACH saves
power by using transmission power control and data fusion.
Howeyver, in order to form clusters and avoid radio interfer-
ence among them, LEACH requires an MAC protocol com-
posed of CSMA, CDMA and TDMA, which makes the RF
design of sensor nodes complicated.

In PEGASIS, in order to exploit the effect of transmis-
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sion power control and data fusion, the sensor nodes form a
chain so that each node communicates with a closest neigh-
bor. If each node fuses received data perfectly, in other
word, perfect aggregation is performed [4], the total trans-
mission power over all the nodes is minimized because each
node transmits data to a closest neighbor. However, perfect
aggregation limits available applications. Further, PEGA-
SIS requires that all nodes should have global knowledge of
the networks.

Power Scheduling (PS) is a scheduling scheme for pe-
riodic data gathering [2]. PS only needs an MAC with an
RTS/CTS exchange function. Unlike the above, however,
PS requires neither complicated MAC nor global knowledge
of the networks. Therefore, we focus on PS in the paper.

The PS scheme lowers power consumption by schedul-
ing the send and receive times and turning off the RF cir-
cuit when not either sending or receiving. The PS scheme
has two phases: the setup phase and the steady phase. In
setup phase, sensor nodes transfer their sensed data to the
base station using CSMA with RTS/CTS exchange. At this
time, each sensor node records successful data transmission
and reception with their occurrence time in its table. In
the steady phase, the sensor nodes recreate such success-
ful events on time according to their table. And for the rest
of time, they go to sleep. Moreover, because only successful
events are repeated, packet collisions do not occur at all. So,
power scheduling is expected to extend the system lifetime.

First, sensor nodes communicate a data packet using
CSMA with RTS/CTS exchange in the setup phase. In this
regard, the sensor node records the communication begin-
ning time in the table when the data packet is sent correctly.
Here, the communication beginning time that is recorded
in the table is the transmission beginning time of the RTS
packet. Figure 2 shows an example of a schedule in the case
of sensor nodes sending their own sensing data to a base sta-
tion using a multi-hop. In this table, the character on the left
of each element shows the event type: the sender transmits
data (STD) and the receiver receives data (RRD). The right
figure shows the communication beginning time. The sensor

Event table element

Event table
1 |Event type|Event timel
STD -Sender Transmits Data
Node ID RRD - Receiver Receive Data
BS
—
Event table
1 |RRD| tg
Event table
2 |STD | t4
1]STD |t @
[STO [t | N et
4 |STD| t3
5|STD| t4

Fig.2 A 3-node sensor network with a base station and an exemplary
schedule by power scheduling.
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node sends data after the #y seconds from the data collection
beginning time if the element in the table is STD-#. The
element’s addition to the table is according to the following.

e When the node transmits: The sensor node records the
transmission event (STD) and the transmission begin-
ning time.

e When the node receives: The sensor node records the
reception event (RRD) and the reception beginning
time.

Figure 2 depicts the flow of the schedule-making. First,
node 1 transmits a data packet to node 3 so that node 1 takes
sensing data to the base station. At that time, node 1 records
the information of sending data (STD) and the transmission
beginning time (#) in the table (node 1 - table 1). Then,
node 3 records the receiving data (RRD) information and the
reception beginning time (#;) in the table (node 3 - table 1).
Actually, a propagation delay pertains between the sending
and receiving time. However, for simplicity, we show it as
the same time. Next, node 3 relays the node 1 data to the
base station. Node 3 records the information of sending data
(STD) and the transmission beginning time (#;) in the table
(node 3 - table 2). These nodes add events to the table as
well as ahead when node 2 sends its own sensing data to the
base station.

Next, in the steady phase, no sensor nodes use
RTS/CTS exchange because the transmission time of each
node is decided. To the greatest degree possible, sensor
nodes turn off the RF circuit power. This sleep process turns
off the RF circuit of the sensor node. The sensor node turns
on the RF circuit immediately before the transmission be-
ginning time of the table that was made in the setup phase;
it sends data immediately. After the sensor node sends data,
it sleeps until the time of the next gathering period. The
sensor node turns on the RF circuit immediately before the
time of the reception time that is recorded in the table. The
sensor node then sleeps until the time of the following event
when the sensor node finishes receiving data. In that man-
ner, the PS scheme extends the system lifetime by obviating
idle listening.

However, because of time-synchronization gaps among
sensor nodes, it might not be possible for them to commu-
nicate with each other. For example, if the inner clock of
node 1 shifts in relation to those of other nodes, node 1’s
transmissions would interfere with those of other nodes. In
the PS scheme, sensor nodes cannot transmit again because
sensor nodes do not know the schedules of other nodes. The
PS method does not positively aggregate data. It is neces-
sary to prepare a special node that can serve the same role
as the base station if data aggregation is needed.

The PS scheme has three drawbacks. One is that the
PS scheme cannot retransmit data because retransmission
would jumble the schedule and thereby create a data trans-
mission error. Another is that synchronization must be
maintained among nodes because of its use of time-based
scheduling. Finally, the PS scheme might not make the
best use of its possible aggregation. If a route is consis-
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tently available to send data to the base station, each node
should retain a schedule that is decided once, and then per-
form transmissions separately. If in-network aggregation is
used, the same route set procedure can be used while replac-
ing the base station with node that perform the aggregation.
However, when the sensor node does taking the place of the
base station, the battery of its sensor node is dead quickly.

3. Multi-Layer Scheduling

We propose Multi-layer Scheduling (MS), which schedules
based on RTS/CTS exchange [13]. The MS scheme has two
phases that resemble phases of the PS scheme: the setup
phase and steady phase. The outline of these phases is as
follows.

Setup phase: The sensor nodes communicate a data packet
using CSMA with RTS/CTS exchange and record RTS/CTS
receive event in addition to STD and RRD. Moreover, the
sensor nodes modify its event table to aggregate data packets
in the steady phase.

Steady phase: Each sensor node decides when it sends data
based on not time but progress of events recoded in its event
table that was produced in the setup phase. When sensor
nodes send data, the sensor nodes also use RTS/CTS ex-
change.

Two major differences exist with the PS method. One is
the ability to retransmit data because of event-type schedul-
ing and RTS/CTS exchange at the steady phase. Another is
the ability to aggregate data of all sensor nodes.

Both the PS scheme and MS scheme are independent
of the route-decision method. However, in this work, sen-
sor nodes collect data to the base station in accordance with
Tiny Diffusion, which is a simplified Directed Diffusion
method [5], [7]. In Tiny Diffusion, the base station broad-
casts an interest packet to the entire network. Each sensor
node that is targeted for the interest packet sends sensed data
to the base station. In our target application, we assume that
all sensor nodes are targeted for the interest packet and send
data to base station. The MS method procedure is shown as
follows.

3.1 Setup Phase

First, the base station broadcasts an interest packet to the
entire network, which has an interval of data collection and
a data collection frequency in steady phase. Moreover, the
interest packet has the number of minimum hops from the
base station. The base station sets the initial value to zero.
This means that the base station is zero hop away from itself.
The sensor node receiving the first interest packet updates
the number of minimum hops by adding one and forwards
it to neighbor nodes. The sensor node compares the number
of minimum hops in the interest packet with that of itself
when the sensor node receives two interest packets or more.
The sensor node updates the number of minimum hops and
forwards the interest packet again if the number of minimum



MATSUDA et al.: DATA TRANSMISSION SCHEDULING FOR DATA GATHERING SENSOR NETWORKS

hops in the interest packet plus one smaller than that of the
sensor node. If that is not so, then the sensor node does not
forward the interest packet, thereby limiting the volume of
interest traffic.

Next, each source node sends sensed data to the base
station or to a relay node that is nearer the base station. The
relay node is that which can send the interest packet to the
source node earliest with minimum hops. The node relays it
to its relay node, as described above, when the node receives
a packet from the other node. In the first collection, sensor
nodes transmit sensing data simultaneously because it is not
understood whether there are relay data or not. From the
second time of collection, sensor nodes can aggregate data
because they know when the last of the relay data arrives.
This method is described in paragraph 3.2.

In the MS scheme, sensor nodes determine the timing
to send a packet based on RTS/CTS packets used in this
MAC protocol. Sensor nodes receive RT'S/CTS packets with
the recorded packet type, with the transmission/reception
beginning times of these packets, and the sender and re-
ceiver addresses in the table. Figure 3 shows an example of
table production of the node for transmission from node 2
to 3. In this case, we assume nodes 1 and 3 can receive data
form node 2, and nodes 2 and 4 can receive data form 3.
The character at the left of each element in this table shows
the event type, which is one of the following: other receives
RTS (ORR), other receives CTS (ORC), sender transmits
data (STD), and receiver receives data (RRD). The second
and third figures from the left of each element respectively
show sender-node and receiver-node addresses. The right-
most figure of each element shows the transmission or re-
ception beginning time of the packet. The condition of
adding the event to the table is as follows.

e When the node transmits data: The sensor node records
the transmission data event (STD) and the beginning
time of transmission (node 2).

e When the node receives data: The sensor node records
the reception data event (RRD) and the beginning time
of reception (node 3).

e When the node receives RTS: The sensor node records
the reception RTS event (ORR) and the beginning time
of reception (node 1).

e When the node receives CTS: The sensor node records
the reception CTS event (ORC) and the beginning time
of reception (node 4).

If a sensor node receives the above events again from
the same sender, the sensor node deletes the old event and

Event table element ORR - Other Receives RTS
Event | Sender | Receiver | Event |ORC - Other Receives CTS
STD - Sender Transmits Data

. .
ype D D time |oRD - Receiver Receives Data
o RIS o RISDATA, T
— @
Event table CTS

[orR[2]3t] [sTD[2]3]t] [RRD[2]3]t] [ORC][3]2]t]

Fig.3  Making list at each node when node B sends to node C.
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adds a new event to the end of the table. This is done to send
data to the next node that are aggregated with other data
from further nodes from base station in the steady phase.
Moreover, the sensor node turns the radio off after sending
data; it subsequently deletes events in the table.

Figure 4 portrays an example of table-making using the
MS method. First, node 1 sends its sensed data to node 3
for subsequent relay to the base station. Node 1 exchanges
a RTS/CTS packet with node 3. Node 2 receives this CTS
packet from Node 3, and records this information of the CTS
packet in the table (node 2 - table 1). Node 1 and node 3 also
respectively record transmit and receive information of the
table (nodes 1 and 3 - table 1). Next, node 3 forwards node
1’s data to the base station. In this case, node 3 exchanges an
RTS/CTS packet with the base station similarly, and node 1
and node 2 receive the RTS packet from node 3. Then, node
1 and node 2 record CTS information in each table (node 1
and 2 - table 2). Node 3 records information of sending data
in the table (node 3 - table 2). Similarly, node 2 sends its
sensed data to node 3 to be relayed to the base station. In
this case, node 2 exchanges an RTS/CTS packet with node
3 as well as ahead. Node 1 receives node 3’s CTS packet
and records this information in the table (node 1 - table 3).
Nodes 2 and 3 record transmit and receive information in
the table (nodes 2 and 3 - table 3). Next, node 3 forwards
node 2’s data to the base station. Node 1 and node 2 receive
the RTS packet from node 3. Nodes 1 and 2 have received
the RTS packet from node 3 before, so they delete old in-
formation (node 1 and 2 - table 2) and add new information
(nodes 1 and 2 - table 4) in the table. Node 3 also deletes old
information (node 3 - table 2) and adds transmit information
in the table (node 3 - table 4). Finally, node 3 transmits its
own sensed data to the base station. Nodes 1 and 2 delete
old information (nodes 1 and 2 - table 4) and add new infor-
mation (node 1 and 2 - table 5) to the table again. Node 3
deletes old information (node 3 - table 4) and adds transmit
information to the table (node 3 - table 5). Each sensor node
maintains this table until the next setup phase.

Event table element

Event | Sender | Receiver | Event
type ID ID time

Event table ORR - Other Recei RTS
N|STD 118 1h ORC - Other Receives CTS
2 [ORRI3{BSH, STD - Sender Transmits Data
3|[ORCI213 1t RRD - Receiver Receives Data
4| ORRT31IBSI; §'D —— Delete
5[ ORRY3BSH, Nod& Base Station (BS)

®—@

Event table Event table
1|ORC |13 |t, /1'RRD13t0
2|[-ORRT31BSI, @ 2 STD I3 BSIT,
3[sTD [23]4, 3[rRRD |23 ]t,
4| ORR 3{BSIT; 4 STD131BS t5
5| ORRI3BS; 5|STD |3 [BS|t,

Fig.4 Example of a 3-node sensor network with a base station and a
possible schedule using multi-layer scheduling.
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3.2 Steady Phase

In the steady phase of the MS scheme, each sensor node
sends data based on its table that was produced in the setup
phase. First, sensor nodes with elements of data transmis-
sion at the top of the table send data. In the MS scheme,
sensor nodes exchange RTS/CTS packets differently from
PS scheme, so neighbor nodes receive RTS/CTS packets and
check elements the table. Sensor nodes that have transmis-
sion as the unchecked top element in the table prepare to
send data shortly after sleep by RTS/CTS. Nodes that finish
transmission sleep until the next data collection.

Figure 4 shows an illustrative example of the MS
method flow. First, we discribed the procedure for estab-
lishing of the link. The base sation transmits interest packet
to node 3. Node 3 forwards interest packet to node 1 nad
2. Then, sensor nodes transmit sensed data following the
reverse of interest packet flow. Next, we discribed the pro-
cedure for making event table. Node 1, with the data trans-
mission element at the top of the table among three nodes,
sends data to node 3. In the MS method, node 1 exchanges
an RTS/CTS packet with node 3, and node 2 receives the
CTS packet. Then nodes 1, 2 and 3 check the first element
in the table. After node 1 finishes sending data, node 1 goes
to sleep until the next data collection. Next, node 2 with
unchecked top element of transmission in its table sends its
sensed data to node 3. Then nodes 2 and 3 check the second
element in their respective tables. After that, node 2 goes to
sleep. Finally, node 3 sends aggregated data to the base sta-
tion and sleeps until the next data collection. In this manner,
sensor nodes aggregate data and send data smoothly with
avoiding packet collisions.

According to the above procedure, some nodes may
keep listening for a long time to receive the relay data. This
problem possibly happens in the networks with large diam-
eter where the number of hops from the base station is large.
To overcome this problem, if a sensor node has enough time
until the expected time to receive relay data in the steady
phase, a sensor node lets itself sleep for as long as possi-
ble. To do so, the threshold T4, is introduced in this paper.
Here, let 7, denote the expected time of relay data reception
listed in the event table, and let 7. denote the current time. If
Tw < t; — t., the sensor node goes to sleep until #, — Ty,.

Sensor nodes cannot check the table and send data if
sensor nodes cannot receive RTS/CTS packets because of
interference or collision. Then, if the sensor node cannot
send data at the previous transmit time and receive all data
that should be relayed, the sensor node aggregates these data
and sends them to next hop node immediately. If the sensor
node was unable to send data at the previous transmit time
and did not receive all relay data, the sensor node sends ag-
gregated data to the next hop node instantly. This node waits
some time after it sends data. If the node still does not re-
ceive new relay data, it then goes to sleep.

In the MS scheme, sensor nodes exchange RTS/CTS
packets in steady phase unlike the PS scheme, so sensor
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nodes can retransmit data to avoid collision. On the other
hand, in the PS scheme, the sensor node cannot retransmit
data for its time schedule and collision.

4. Performance Evaluation
We used QualNet simulator to evaluate our scheduling.
4.1 Simulation Conditions

We compare three schemes (MS Scheme, PS scheme, and
no scheduling) in three different cases:

(a) 100 sensor nodes in a 100 m X 100 m rectangular area.
(b) 200 sensor nodes in a 100 m X 100 m rectangular area.
(c) 225 sensor nodes in a 150 m x 150 m rectangular area.

Here, the density of the sensor nodes in case (b) is twice
as high as that in case (a), and the maximum number of hops
from the base station in case (c) is 1.5 times as large as that
in case (a). Sensor nodes were deployed in a sensing area
uniformly. For each parameter setting, 20 trials with dif-
ferent random seeds were executed and the average value
of them are plotted in the following graphs. The transmis-
sion range is assumed to be circular with a 20 m radius. We
assume that the transmission power is 800 uW, the recep-
tion power is 800 4W, and the sleep power is 0.5 uW. We as-
sume that the battery capacity of each sensor node is 500 mJ.
We assume that the header of each packet is 32 bytes. The
packet payload is 16 bytes. The RTS/CTS packet size is
24 bytes. The ACK packet size is 20bytes. The bit rate
is 10kbps. The sample period of the Low-Power Listen-
ing (LPL) is 50 ms. The data gathering period is 900s. We
assume that header aggregation eliminates headers of two
or more packets for the same destination. The base station
broadcasts an interest packet every 10 rounds and reconfig-
ures the routing tree. Signal to noise ratio (SNR) threshold
is 10dB. If SNR threshold exceeds 10dB, In is considered
that the channel interference occured. in this case, a sender
node cannot receive ACK packet from a receiver node and
sender node retransmits data.

Next, we explain the aggregation method used for this
simulation. Two methods of data aggregation exist: perfect
aggregation and linear aggregation. The features of each
aggregation method are as follows (Fig. 5) [4].

Perfect aggregation: For applications that require such as
maximum, minimum, and mean of sensor measurements
over all the sensor nodes, sensor nodes receive all packets,
operate, and forward one packet. Although this method is
used by many proposed protocols, it is not practicable be-
cause applications are limited.

Linear aggregation: The sensor node aggregates data to
the same target node in one packet and forwards it. The sen-
sor node then deletes the header of each datum and brings
them together, thereby reducing traffic. It is possible to ap-
ply this to any application.

The MS scheme does not depend on the aggregation
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aggregation.

ACK Wake

H Sleep Receive ” Sleep ” g
>

Wake | |

Sender ” Preamble | Data r:] m
— —
1 T 1 1 T 1

Receiver

Fig.6  Timing chart of low-power listening.

method. We validate it using linear aggregation with wide
applications in this simulation. The MS scheme, which pos-
itively aggregates data, is more advantageous than the PS
scheme when it is possible to aggregate data completely.

The MS scheme uses LPL as its medium access con-

trol for data communication to reduce power consumption.
Figure 6 shows the LPL operation. In LPL, the radio peri-
odically samples the channel. If there is nothing to receive,
the radio powers off, otherwise it wakes up from LPL mode
to receive the incoming packet. For that reason, the radio
on-time is short. Therefore, the power consumption of the
LPL method is very low. If the sensor node needs to send
data, the sensor node sends a preamble that is as long as
the radio channel sampling interval (T). Then the neighbor
nodes contain destination node wake up radio to prepare to
receive incoming packet. However, because the sensor node
sends data immediately after the preamble, it may cause a
hidden terminal problem and overhearing. Consequently,
we use LPL with the RTS/CTS exchange function to obvi-
ate that problem. Figure 7 shows the operation of LPL with
RTS/CTS exchange.

The sensor nodes that receive the RTS/CTS packet turn
the radio off for the duration described in RTS/CTS packet,
as in Power Aware Multi-Access protocol with Scheduling
(PAMAS) [6]. In MS scheme, RTS/CTS exchange in steady
phase possibly increases the amount of control packets so
that the system life time may be shorten. To mitigate this
problem, PAMAS is effective. In PAMAS, neighbor nodes
that received RT'S/CTS packets sleep; the time is included in
RTS/CTS packet. Consequently, the power consumption is

3415
CTS ACK Wake
R i .
eceiver H Sleep Receive ” R
Ll
Wake RTS ! !
Sender ” Preamble Data m Sleep r:l .
l———>! —>'t
1 T 1 1 T 1
Fig.7  Timing chart of low-power listening with RTS/CTS exchange.
2160000 V._—‘—__.\. 1
o R
._g No sleep until recieveing time
2120000 - 1
o
€
S L |
al
© 80000 - 1
©
a L |
B
& 40000 r 1
[0)
e
[ L 4
0 1 1 1 1 1
0 10 20 30 40 50
Ttn [s]

Fig.8 The lifetime of MS scheme changing the value of Ty, in case (a)
100 sensor nodes in a 100 m X 100 m rectangular area.

100 _ " — Multi-layer scheduling]
----- Power scheduling
\ -<\=.- - No scheduling
® 80 ~~
o \ N
Qe \ ~.
c \ \4\
Q@ 60F .
= ' N
k] ‘l \'\
g 4t
E ! \
z | Y
20 + \ \
\ i
' i
L ‘ . . N e
0 100000 200000 300000 400000
Simulation time [s]
Fig.9  The lifetime in 100 sensor nodes in a 100 m X 100 m rectangular

area (a).

reduced because sensor nodes can avoid listening activities.

4.2 Simulation Result

First, we simulated MS scheme in case (a) while changing
the value of Ty,. In Fig. 8, straight line shows the lifetime
when sensor nodes do not sleep until receiveing time. When
Ty, is small, the lifetime is not so improved. Beacause of
the disorder of schedule, retransmission has happened fre-
quently. To the contrary, When Ty, is large, the time that
sensor node sleeps decrease. To reflect this simulation, we
set Ty, ten seconds in the following simulation.

Figure 9 shows the number of nodes that are alive by
simulation time for the MS scheme, the PS scheme, and a
non-scheduling scheme in case (a). As this figure shows, the
MS scheme has the longest time of all nodes live among the
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The lifetime in 200 sensor nodes in a 100 m x 100 m rectangular
area (b).

three schemes. The PS scheme reverts to the MS scheme

at 210,000s. However, sensor nodes near the base station

typically run down their batteries, so the base station be-

comes unable to receive data from distant nodes (Fig. 10).
Therefore, we assume the system lifetime as that when the
first node exhausts its battery power. The lifetime of the
MS scheme is 5.5 times as long as that of non-scheduling,

and 1.85 times as long as that of the PS scheme. A major

contributing factor is the effect of reduction of consumption

energy by data aggregation. Another possible factor is that
sensor nodes turn off their radios shortly after finishing data
sending. However, sensor nodes turn their radios off peri-
odically using LPL, so the influence by the second factor is
small.

Next, Fig. 11 shows lifetimes when the density of the
sensor nodes is changed (case (b)). As in the case (a), even
if the density doubles, the MS scheme is effective.

Finally, Fig. 12 shows lifetimes when the maximum
number of hops from the base station is changed (case (c)).
In this case, the MS scheme is more effective than that in

the case (a). Because of data aggregation, the amount of re-
lay data at the sensor nodes near the base station in the MS
scheme is fewer than that in the PS Scheme. In addition,
the MS scheme can sleep until before the receiving time.
The lifetime of the MS scheme is 7.9 times as long as that
of non-scheduling, and 2.6 times as long as that of the PS
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scheme.

5. Conclusions

In this work, we proposed a scheduling scheme based on
RTS/CTS exchange and evaluated our scheme through sim-
ulation. Comparison of the results achieved using the pro-
posed scheme with the PS shows a prolonged system life-
time through the use of our scheme. It is important to deter-
mine the schedule considering data aggregation.
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