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SUMMARY An LSI has been fabricated and measured to
demonstrate feasibility of VDD-hopping scheme in an embedded
system level by executing MPEG4 CODEC. In the VDD-hopping,
supply voltage of a processor is dynamically controlled by a
hardware-software cooperative mechanism depending on work-
load of the processor. When the workload is about a half, the
VDD-hopping is shown to reduce power to less than a quarter
compared to the conventional fixed-VDD scheme. The power sav-
ing is achieved without degrading real-time features of MPEG4
CODEC.
key words: low power, real-time embedded system, dynamic

voltage scaling, application slicing, MPEG4

1. Introduction

These days, high-performance and low-power proces-
sors are demanded extensively to meet the increasing
needs for portable systems like a palmtop PDA and
an intelligent cellular phone. Therefore, saving further
power is becoming one of the most important issues.
To solve this issue, there have been several proposals
to reduce the system power by dynamically providing
optimum fine-grained supply voltage (VDD) and clock
frequency (f) to a processor [1]–[7]. Redesign of a pro-
cessor, however, is required to implement these propos-
als because VDD and f are controlled by a model of a
critical path in the processor using hardware feedback.
Then, it is difficult to make use of off-the-shelf proces-
sors sold on the market, which produces a big barrier to
use the concept of the dynamic voltage scaling (DVS).

On the other hand, there are processors already
sold on the market, which implement a DVS scheme on
a chip [8], [9]. The system, however, performs the volt-
age scaling in coarse time resolution and cannot reduce
power by making use of the data-dependent nature of
the multimedia applications or guaranteeing the real-
time feature, which is different from the scheme pro-
posed in this paper. Thus, the system works fine in PC
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environments, but is not suitable for embedded proces-
sor environments.

This paper presents a novel LSI that externally
provides VDD and f , and a system to realize the DVS
that can utilize off-the-shelf processors with the concept
of the run-time voltage hopping [10], [11]. This novel
DVS system is called VDD-hopping, and Fig. 1 shows
the conceptual diagram of the VDD-hopping. The ap-
plication program calculates workload of a task and
then, sends speed information to the external VDD-
hopping hardware via processor, or the processor gets
into a sleep mode if there is no task to execute. By
using the speed information, the VDD-hopping hard-
ware provides VDD and f to the processor. Thus, the
VDD-hopping utilizes dynamic adjustment of VDD and
f depending on the workload of the processor. When
the workload is decreased, the power would be dras-
tically reduced by decreasing f and VDD because the
power is proportional to the square of VDD. By limiting
the number of discrete voltage levels to two, and pro-
viding VDD and f externally, the VDD-hopping make
it possible to use off-the-shelf processors. This means,
in the VDD-hopping, VDD hops between only the two
levels using software feedback. The reduction of num-
ber of levels is crucial in a product because many test
sequences should be run, if the number is large. This
VDD-hopping is applied for the first time to an MPEG4
CODEC system without degrading real-time feature of
the system.

2. VDD-Hopping

Figure 2 shows three approaches to reduce power when

Fig. 1 Conceptual diagram of VDD-hopping.
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Fig. 2 Three approaches to reduce power when the workload is
50%. fmax is the maximum f when VDD is at maximum, VDDmax
and then, the maximum power (Pmax ) is consumed. VDD is fixed
to VDDmax in (i) and (ii), and only the task period is controlled.
On the other hand, in (iii), f and VDD are controlled dynamically.
It is assumed that no power is consumed while sleep for simplicity.

the workload is 50%. The approach (i) and (ii) are
the conventional approach while (iii) is the DVS, which
shows the highest power saving. The point is to execute
a task as slowly as possible.

(i) “NOP” loop when waiting: Even if there is no
task to be done, application programs usually
execute “NOP” loop to wait for either a next
task or an interrupt. Then, clock generators
with PLL/DLL, memories including caches and
address calculations are executed which consume
certain level of power, bPmax , where b is less than
one. The normalized power, NP , is expressed as
follows when the normalized workload is NW .

NP (NW ) = (1− b)NW + b.

(ii) Sleep when waiting: If a sleep mode is available
on a target processor, an application program can
use the sleep mode after a task is completed until
the next task starts or the interrupt acknowledges.
In this case, since usually almost no power is con-
sumed in the sleep mode, NP is given as follows.

NP (NW ) = NW.

(iii) Work slowly without waiting (DVS): This corre-
sponds to the DVS case. NW and NP are given
by parametric functions of VDD with α-power law
MOSFET model as follows [12].

NW (VDD) =
VDDmax

VDD

(
VDD − VTH

VDDmax − VTH

)α

,

NP (VDD) =
(

VDD

VDDmax

)2

NW (VDD).

... NP (NW ) = NW
α+1
α−1 if VTH = 0.

Fig. 3 NP dependence on NW . (i) “NOP” loop when waiting.
b is assumed 0.7. (ii) Sleep when waiting. (iii) DVS.

VTH denotes the threshold voltage of MOSFET. α rep-
resents a velocity saturation index, and is about 1.2 in
a recent short-channel MOSFET while 2.0 in a long-
channel one (classic Shockley model). NP dependence
on NW for the three cases is shown in Fig. 3. In the
DVS, VDD is decreased to the level where the speed is
just satisfied when NW is less than one. It is clear that
the total power is effectively decreased by the DVS.
Furthermore, it is seen from the figure, as MOSFET
shrinks, and α decreases, the effectiveness of the DVS
increases. This is because, if α is small, since the speed
dependence on VDD is small, VDD can be decreased
more. This would become advantage in the DVS.

VDD and f are also controlled in the VDD-hopping
so that each task finishes its execution within its worst-
case execution time (WCET) by software. The algo-
rithm to adaptively use discrete levels of VDD depend-
ing on the workload is of importance. Since the work-
load depends strongly on data, the control should be
dynamic in run-time, and should not be static in a
compile-time. It is too late to notice that the past task
was an easy task which can be done much less than
WCET, because, once the task is completed, there is
no way to change VDD to lower the power. On the
other hand, it is impossible to predict the workload of
the task to be done in the future without error. To solve
this problem, the algorithm introduces an application
slicing and a software feedback loop. By chopping an
application into slices, executing the first slices at fmax ,
and checking the current time and the time margin to
execute the next slice, the optimum f is adaptively se-
lected by a software feedback loop. The details of the
method used in this paper are summarized as follows
with the help of Fig. 4 [10], [11].

(A) A task is sliced into N timeslots. Following pa-
rameters are obtained through static analysis of an
application program or direct measurement [13].
• TSF : Time constraint of sync frame where sync

frame is the maximum time allowed for the task.
• TWi: WCET of i-th timeslot.
• TRi: WCET from (i + 1)-th to N -th timeslot.

(B) For each timeslot, the target execution time,
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TTARi, is calculated as TTARi = TSF − TACCi −
TTD−TRi where TACCi is execution time accumu-
lated from 1st to (i− 1)-th timeslot, and TTD is a
transition delay to change f and VDD.

(C) For each candidate fj , fj = fmax/j (j =
1, 2, 3 . . .), estimated maximum execution time,
TLi,fj , is calculated as TLi,fj = Twi × j + TTD.
If fj is equal to one of (i−1)-th timeslot, TLi,fj =
Twi×j. In general, candidate frequencies can have
arbitrary values. The arbitrary frequency, how-
ever, causes a serious problem at interfaces with
other peripheral devices [10], [11]. This is the rea-
son why the candidate frequencies are limited to
fmax/j where j is an integer. Then, it is possible to
supply many levels of the frequencies. The power
reduction is, however, minor as described later on,
and test cost increases rapidly because testing at
the multiple frequencies is needed to fully guaran-
tee the normal operation at those frequencies.

(D) f of i-th timeslot, fV ARi, is determined as mini-
mum fj whose TLi,fj does not exceed TTARi.

Thus, f and VDD are dynamically controlled on a
timeslot-by-timeslot basis inside each task by software.
If the application finishes before WCET, the processor

Fig. 4 Method to determine f and VDD in VDD-hopping.

gets into a sleep mode. It should be noted that the
proposed algorithm guarantees the real-time feature of
the application. The relationship between f and VDD

is obtained by measuring physical characteristic, for in-
stance, by Shmoo plot.

Figure 5 shows transient curves of power, f and
VDD with the VDD-hopping for one sync frame obtained
by a simulation for an MPEG4 SP@L1 CODEC, which
is a typical real-time application for portable comput-
ing. The workload is 42% of the worst case. If infi-
nite f levels, hence, infinite VDD levels are provided,
maximum power reduction is possible, but the power
improvement is just 8% compared to two-level VDD-
hopping. That is the reason why the levels of f and
VDD are limited to two in the VDD-hopping. Even-
tually, in this paper, fmax and fmax/2 are chosen as
the two-level frequencies. This choice is reasonable as
described in the Appendix.

In case of the two-level VDD-hopping in Fig. 5,
fmax is used only 6% of the time while the processor
run at fmax/2 for 70% of the time. For the rest of
the time, the processor is in the sleep mode. fmax is
still needed because the processor will run at fmax for
100% of the time, when worst-case data comes which is
very unlikely, and for most of the time, the workload is
about a half on average. This tendency holds for other
multimedia applications such as MPEG2 decoding and
VSELP (voice CODEC) that are also simulated, and
about an order of magnitude improvement in the power
are assured. The VDD-hopping can be applied to such
applications which synchronize with regular period, and
whose WCET is known.

3. Breadboard Design

An MPEG4 CODEC system is built to demonstrate
the feasibility of the VDD-hopping as shown in Fig. 6.
The system makes use of off-the-shelf processor, Hi-
tachi’s SH-4, and its embedded system board [14], [15].
A block diagram of the VDD-hopping system is shown
in Fig. 7. H.263 standard image sequence “carphone” is
used as input data. The image has 80×64 pixels (5×4
macroblocks), and is stored in the flash ROM as raw

Fig. 5 Transient curves of VDD-hopping for one sync frame when average workload is
42%. (A) Power. (B) f . (C) VDD .
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Fig. 6 (A) MPEG4 CODEC system with VDD-hopping. (B)
SH-4 embedded system board made by Densan. (C) VDD-
hopping board inserted in VME slot. (D) Backside of (C).

Fig. 7 Block diagram of VDD-hopping system.

data. One macroblock corresponds to one timeslot dis-
cussed in the previous section. In addition, other two
timeslots are assigned to initial and display routine.
That is, the MPEG4 CODEC has 22 timeslots. In or-
der to obtain WCET of the sync frames, the frame rate
is varied to check that the system works in time with-
out sync frame dropping and then, 200ms is obtained
as WCET, which means that the sync frame rate of the
system is five per second. It should be noted that the
image size and the sync frame rate are different from the
standard. Nevertheless, feasibility of the VDD-hopping
can be verified in respect of both hardware and soft-
ware.

In Fig. 7, the optimum f and VDD are calcu-
lated by the SH-4 with the VDD-hopping algorithm.
Then, the speed information is sent through I/O bus
of the processor and to VME bus, which controls

VDD-hopping board implemented by an FPGA (Altera
EPM7064). Because only I/O instructions are required
to implement the VDD-hopping, no new instruction set
is needed. This makes it possible to implement the
VDD-hopping system without redesigning the proces-
sor itself. The FPGA has timers in it. One of the
timers watches the current time, and another timer is
used to keep the processor in the sleep mode during
the VDD transition to avoid malfunction. In order to
handle the external interrupt, the FPGA requests an
interrupt (Int. req.) and the processor acknowledges
the interrupt (Int. ack.) through the VME bus and a
VME bus I/F chip.

There are a couple of points that should be han-
dled with care in implementing the board level VDD-
hopping. The following subsections will describe these
points.

3.1 Clock Frequency

The processor has a clock frequency control register
(FRQCR) as shown in Fig. 7. The FRQCR can change
the internal clock frequency instantaneously. The inter-
nal clock frequency is synchronized with external clock
of 33MHz. Since only 200MHz and 100MHz whose
ratio is an integer are used as the clock frequencies,
there is eventually no synchronization problem at the
interface of the processor with the external systems.
In a general processor, the clock frequency control reg-
ister such as the FRQCR might not be implemented,
and at that time, two kinds of frequencies should be
applied externally. An LSI implementation described
afterwards output the frequencies by itself.

Incidentally, according to the specification of the
processor, 2.0V is used as VDDmax at 200MHz. As
VDDmin at 100MHz, 1.2V is obtained by measurement.

3.2 Power Switch

On the VDD-hopping board, VDD hops between
VDDmax and VDDmin using power switch MOSFETs
(2SJ208 × 2), which has one of the lowest threshold
voltages on the market. The threshold voltage is, how-
ever, 2.8V that is higher than VDDmax . Then, the
MOSFET never turns on as it is. In Fig. 7, RS-232C
driver (MAX232) is used as a voltage swing amplifier
that amplifies the gate voltage to ±8V.

Figures 8 and 9 are measured VDD waveforms.
The measured fall and rise time of VDD are less than
200µs and 100µs respectively with decoupling capaci-
tance CD + CS of 30µF at the node VDD.

A care should be taken for the overlap of the
VDDmax enable signal (VGmax ) and of the VDDmin en-
able signal (VGmin). In the VDD switching between
VDDmax and VDDmin , there are two cases: One is that
there is overlap between the signals, and the other is
that there is no overlap between the signals. It is even-
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Fig. 8 VDD waveforms when there is a period while both
VGmax and VGmin are asserted. (A) Falling VDD from VDDmax
to VDDmin . (B) Rising VDD from VDDmin to VDDmax .

tually impossible to turn on one MOSFET and turn off
the other MOSFET at the same time. If there is an
overlap whose situation is depicted in Fig. 8, large cur-
rent might flow from VDDmax to VDDmin , which might
cause a problem. However, thanks to the decoupling
capacitors, spike noise or voltage drop is not observed.
The overlap between the signals is set to 2µs.

If there is no overlap, there is a period while
VDD line is completely cut off from both VDDmax and
VDDmin , which causes a serious problem as seen in
Fig. 9. In rising VDD case, VDD sags below VDDmin
due to discharge from the decoupling capacitor, which
might put the system in hung-up status. In conclu-
sion, the switching between VDDmax and VDDmin should
be carried out with a period while both VDDmax and
VDDmin are connected to the VDD line for a short time.

One more care other than the timing overlap is
for a power-on sequence. VGmax should be asserted
to connect VDDmax to VDD line at boot-up process to
stably initiate the system.

3.3 Power

Figure 10(A) shows the measured power characteristics
of the VDD-hopping system. The power of the proces-
sor at 200MHz is 0.8W while the power at 100MHz is

Fig. 9 VDD waveforms when there is a period while both
VGmax and VGmin are negated. (A) Falling VDD from VDDmax
to VDDmin . (B) Rising VDD from VDDmin to VDDmax .

0.16W. The power in the sleep mode is 0.07W. Since
the average time for VDDmax is 8%, that for VDDmin
is 86%, and that for the sleep mode is 6%, the aver-
age power is 0.21W. In the processor, I/O buffers are
not optimized for the low-voltage operation. If the I/O
buffers were designed carefully, VDDmin could be be-
low 0.9V instead of 1.2V. In that case, the power at
100MHz could be reduced to about a half.

Based on Fig. 10(A), power dependence on work-
load can be obtained as shown in Fig. 10(B). 0.8W at
200MHz corresponds to full workload while 0.16W at
100MHz corresponds to a half workload. The processor
consumes 0.07W in the sleep mode when the workload
is zero. Compared to (i) “NOP” loop when waiting case
in Fig. 10(C), the VDD-hopping works more effectively
in low-workload region. On the other hand, against (ii)
sleep when waiting case, the VDD-hopping is the most
effective when workload is a half because the second
frequency is set to fmax/2.

4. LSI Design

After evaluating the VDD-hopping breadboard, a VDD-
hopping LSI has been designed and fabricated, which
has the same function as the breadboard. Fundamen-
tally, the FPGA portion on the breadboard is imple-
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Fig. 10 (A) Measured power characteristics of VDD-hopping
system. (B) Power dependence on workload based on (A). (i)
“NOP” loop when waiting. (ii) Sleep when waiting. (iii) VDD-
hopping. Processor consumes 0.58W when executing “NOP.”
(C) Power reduction ratio of VDD-hopping.

mented by the LSI based on a standard cell design style.
In the VDD-hopping LSI, the gate width of the

power switch is also critical. The simulated VDS curve
is shown in Fig. 11. In the process technology used for
the LSI design, the threshold voltage is 0.6V that is
smaller than VDDmin (1.2V) so that the signal swing
amplifier is not needed which was required for the
breadboard design. When the gate bias is 1.2V, and
load current is 0.13A, the maximum gate width is
needed. The gate width of 270,000µm is found to be
appropriate if the voltage drop by the switch is set to
less than 0.05V. This gate width can also draw large
current of 0.4A through it if VDD is VDDmax (2.0V).

Figure 12 shows a schematic diagram of the VDD-
hopping LSI. Such as the breadboard design described
in the previous section, the timing overlap between
VGmax and VGmin is critical. In order to adjust the

Fig. 11 Voltage drop dependence on gate width of power
switch. This shows the worst case because of the minimum gate
bias (VGS = −VDDmin = −1.2V).

Fig. 12 (A) Power switches. Programmable timers adjust the
timing overlap of VDDmax and VDDmin . (B) All-purpose de-
coder. (C) Clock frequency selector. Programmable timer avoids
f changing during program execution.

period of the overlap, programmable timers are put at
the gates of the power switches. The LSI also has an
all-purpose decoder for the power switches. One more
care other than the timing overlap is for the boot-up
process. VDDmax should be connected to the VDD line
by System reset signal to stably initiate the system.

For processors that do not have a frequency control
register, the VDD-hopping LSI has a clock frequency se-
lector to output either fmax or fmax/2. In general, a
processor must be halted while f and VDD is being
changed to eliminate malfunctions due to the transi-
tion.

In addition, two other timers are available to watch
the current time, and to wake up out of the sleep mode
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Fig. 13 Measured waveforms of VDD and sleep signal of
processor.

Fig. 14 Power comparison between VDD-hopping and
fixed-VDD schemes. b is 0.72 at SH-4.

using the interrupt signal after the f and VDD transi-
tion.

Figure 13 shows the measured waveforms of VDD

and the sleep signal of the processor. The input image
data is the same as that on the breadboard. It should
be noted that just two sync frames are shown in the
figure. VDDmax is used only 8% on average while the
sleep period is 6% on average. This means that 86% left
is used for VDDmin . Therefore, the average workload
becomes 51% (8% × 1 + 86% × 0.5 + 6% × 0).

Figure 14 shows a power comparison between the
VDD-hopping and other fixed-VDD schemes for MPEG4
CODEC. The VDD-hopping is measured to consume
0.21W. If the I/O buffers of the processor were designed
carefully, the power would become 0.15W. In that case,
the VDD-hopping can reduce the power to less than a
quarter of the fixed-VDD scheme.

The LSI has been fabricated with Rohm 0.6µm
triple metal CMOS technology as shown in Fig. 15.
The LSI consumes 0.01W when the external clock is
33MHz. The size is about 4.6mm × 2.3mm including
two power switches of 270,000µm width. The switches
are implemented with comb-shaped pMOSs because of
their huge width.

5. Conclusion

Feasibility of the VDD-hopping has been verified based

Fig. 15 LSI for VDD-hopping.

on the breadboard-level prototype, and it has been ex-
tended toward the design of the ASIC. From the soft-
ware point of view, the VDD-hopping exploits the ap-
plication slicing while all in the ASIC are the power
switches, plain login, and timers as the hardware.
By applying the VDD-hopping to MPEG4 CODEC,
75% power saving of the processor can be achieved
without redesign of the processor. The power sav-
ing is achieved without degrading real-time features of
MPEG4 CODEC.
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Appendix

The reason why two frequencies and not more than two
frequencies are the best choice has been already ex-
plained in the text. Now, in this Appendix, the ques-
tion is why fmax/2 and not fmax/j (j > 2) is preferable
as the second frequency. One of the reasons for mul-
timedia applications treated in this work is that the
average workload is about a half. If average workload
of an application is about 1/3, and the processor is
only used for the application, the best choice of the
second frequency would be fmax/3. In general, how-
ever, a processor in recent systems is used for various
applications. In such environment, average workload is
unknown because the workload of applications running
on a processor varies randomly from zero to one. Then,
it is shown in this Appendix that the average power for
that kind of system is minimized when fmax/2 is used
as the second frequency.

Figure A· 1 shows the power dependence on work-
load. Segments OBC corresponds to the power depen-
dence when fmax/2 is used as the second frequency
while OAC corresponds to the case of fmax/j (j > 2).
The area under the segments is proportional to the av-
erage power when the workload of applications running
on a processor varies randomly from zero to one. To
show that the average power is minimized when fmax/2
is chosen, what should be demonstrated is that the area
of quadrilateral OBCD (SOBCD) is smaller than that
of quadrilateral OACD (SOACD). SOACD and SOBCD

are given as follows,

Fig.A· 1 Power comparison when fmax/j (j > 2, point A) and
fmax/2 (point B) are used as second frequency.
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(
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)
× 1

j
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×
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)
/2, where j > 2,
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(
1
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)
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2
/2 +

[
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(
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2

)
+ 1

]

×
(
1 − 1

2

)
/2. (A· 1)

NP (1/j) signifies the normalized power when the work-
load is 1/j. In order to show SOACD > SOBCD, the
following inequality (A· 2) holds. The relationship is
derived by using (A· 1).

NP

(
1
j

)
>

1
j
+NP

(
1
2

)
− 1

2
, where j >2. (A· 2)

Now 1/j is substituted by NW , where NW is normal-
ized workload. NW corresponds to the horizontal axis
variable of Fig. A· 1. The inequality (A· 2) becomes

NP (NW ) > NW + NP

(
1
2

)
− 1

2
,

where NW <
1
2
. (A· 3)

In the figure, a dashed line shows the function
G(NW ) = NW+NP (1/2)−1/2, and the shaded region
R corresponds to R > NW + NP (1/2) − 1/2. There-
fore, if the curve NP (NW ) passes through the region
R for NW < 1/2, the inequality (A· 3) holds and then,
in turn SOACD > SOBCD can be demonstrated.

Suppose that T (NW ) is the tangent line that
touches NP (NW ) at the point B. Since NP (NW ) is
a concave function, (NP (NW ) − T (NW ))′′ > 0 for
0 ≤ NW < 1/2, and (NP (NW ) − T (NW ))′ = 0 at
NW = 1/2. Then (NP (NW ) − T (NW ))′ < 0 for
0 ≤ NW < 1/2. Therefore, NP (NW ) − T (NW ) is a
decreasing function for 0 ≤ NW < 1/2, and is zero at
NW = 1/2. This means that NP (NW ) > T (NW ) for
0 ≤ NW < 1/2. If the slope of T (NW ) is less than
1, T (NW ) passes through the region R. In that case,
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Fig.A· 2 Numerical solution of slope of NP (NW ) at NW =
1/2.

since NP (NW ) > T (NW ), NP (NW ) passes through
the region R, and SOACD > SOBCD can be demon-
strated. Thus, the condition for SOACD > SOBCD now
becomes the following.

dNP

(
1
2

)

dNW
< 1.

As described in Sect. 2, NP dependence on NW is
shown as follows by parametric functions. It is diffi-
cult to write NP (NW ) in an explicit way.

NW (vdd) =
1

vdd




vdd − VTH

VDDmax

1− VTH

VDDmax




α

,

NP (vdd) = v2
ddNW (vdd),

where

vdd =
VDD

VDDmax
.

The slope at NW = 1/2 can be numerically calculated
as follows, and the result is shown in Fig.A· 2.

Slope =
dNP

(
1
2

)

dNW
=

dNP (vdd)
dvdd

dNW (vdd)
dvdd

∣∣∣∣∣∣∣∣
NW (vdd)= 1

2

.

In the region where 0 ≤ VTH/VDDmax ≤ 1 and 1 ≤ α ≤
2, which hold in normal VLSI processors, it is seen from
the figure that the slope does not exceed 1. Therefore,
SOACD > SOBCD is now demonstrated and then, it is
established that the average power is minimized when
fmax/2 is chosen as the second frequency for the system
where the average workload of applications running on
a processor varies randomly from zero to one.

Hiroshi Kawaguchi received the
B.S. and M.S. degrees in E.E. from Chiba
University, Japan, in 1991 and 1993, re-
spectively. He joined the Technological
Research Institute, Konami Corporation
in 1993, where he developed arcade enter-
tainment systems. He moved to the Uni-
versity of Tokyo in 1996 as a technical as-
sociate and he is now engaged in research
of high-performance and low-power sys-
tem VLSI designs.

Gang Zhang received the B.S. de-
gree in E.E. from Tokyo Institute of Tech-
nology and the M.S. degree in E.E. from
the University of Tokyo, Japan, in 1998
and 2001 respectively. In 2001, he joined
Tokyo Research Laboratory, IBM Japan
Ltd., where he has been engaged in the re-
search and development of cryptographic
hardware and embedded systems.

Seongsoo Lee received the B.S., M.S.
and Ph.D. degrees in E.E. from Seoul Na-
tional University, Korea, in 1991, 1993,
and 1998, respectively. From 1998 to
2000, he was a research associate in the
Institute of Industrial Science, the Uni-
versity of Tokyo, Japan. In 2000, he
joined Ewha Womans Unversity, where he
is currently a research professor. His re-
search interests include low-power VLSI
systems, dynamic voltage scaling, dy-

namic power management, low-power multimedia signal process-
ing, high-performance MPEG processors, motion estimation and
rate control.

Youngsoo Shin received the B.S.,
M.S., and Ph.D. degrees in E.E. from
Seoul National University, Korea, in 1994,
1996, and 2000, respectively. He subse-
quently joined the Center for Collabora-
tive Research, the University of Tokyo,
Japan, working as a research associate.
He is currently a research staff member at
IBM Thomas J. Watson Research Center.
His research interests include system-level
and low-power design.

Takayasu Sakurai received the B.S.,
M.S. and Ph.D. degrees in E.E. from
the University Tokyo, Japan, in 1976,
1978 and 1981, respectively. In 1981, he
joined Toshiba Corporation, where he de-
signed CMOS DRAM, SRAM and BiC-
MOS ASICs. From 1988 to 1990, he was
a visiting researcher at the University of
California at Berkeley, doing research in
the field of VLSI CAD. From 1990, back
in Toshiba. From 1996, he has been a

professor at the University of Tokyo, working on low-power and
high-performance system LSI designs. He served as a program
committee member for CICC, DAC, ICCAD, ICVC, ISPLED,
ASP-DAC, TAU, CSW, VLSI and FPGA Workshop.


