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SUMMARY

Frequency–voltage cooperative power control (FVC)
is a powerful method to reduce the CPU power consump-
tion of a program during execution, because it utilizes the
information on the software workload dynamically. In this
paper, we first show through a mathematical analysis the
design rule to determine the necessary frequencies and its
effect. Then we show experimental results of implementing
an FVC with a feedback algorithm on MPEG-4 video and
MP3 audio decoders with two sets of frequency and volt-
age. The FVC gave a 72% reduction in CPU power con-
sumption during execution. In addition, we show a
“Cool-Start” method that begins the FVC at a lower fre-
quency and improves the power reduction effect. © 2005
Wiley Periodicals, Inc. Syst Comp Jpn, 36(6): 39–48, 2005;
Published online in Wiley InterScience (www.interscience.
wiley.com). DOI 10.1002/scj.20263
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1. Introduction

As the integration scale grows, power consumption
has become one of the major problems in VLSI design,

especially in chips for mobile applications. The CPU power
consumption is a major factor, and many hardware and
software techniques have been introduced to reduce it.
Frequency–voltage cooperative power control (FVC) is one
such technique, which lowers both clock frequency (F) and
power supply voltage (V) when a lower speed is enough
during an execution [1, 2]. This technique is effective
because a lower F and a lower square of V contribute to
reducing the power; it offers a large reduction in CPU power
consumption during program execution.

FVC is applied to a whole program, task, etc. When
applied to fragments of a program (slices), it utilizes the
program’s characteristics to control F and V. Here, we are
mainly concerned about its application to program slices [3,
4].

From a mathematical analysis, we have derived a
design rule that gives the proper value of F and V [5, 6] and
have applied the rule to an MPEG-4 decoder. Furthermore,
we have verified that the rule is valid as expected for an
MP3 decoder.

2. Background on Frequency–Voltage
Power Control

2.1. Basic concepts

Power consumption P of a CPU is expressed as
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P = α × C × F × V2

where α is the switching probability, C the capacity, F the
clock frequency, and V the core voltage. Any reduction in
these factors will lead to lower power consumption, and
especially, a reduction in V will have a large effect. The
fundamental power consumption characteristics of mul-
tivoltage controlled CPUs when F and V are varied are as
follows [2]:

• The ideal voltage Videal that executes process
while consuming the minimum power within a
specified deadline time exists.

• When a CPU is supplied with multiple discrete
core voltages, the two adjacent voltages to the
Videal have the minimum power consumption.

To apply the above characteristics to actual system designs,
the following issues need to be considered.

(1) Although CPUs have lower limit voltages to run,
clock frequency can be decreased at the lowest voltage.

(2) The F–V relation should be expressed because
voltage is controlled in terms of throughput.

Thus, we analyzed the problem in relation to the
operation clock frequency F and the consumed power P
with F as the main control parameter.

2.2. Modeling of frequency–power relation

We first define the frequency–power (F–P) charac-
teristics of a CPU. Figure 1 shows a typical F–P charac-
teristic curve showing the minimum power consumption

(P) of a chip when its operation clock frequency (F) is
given. Although the F–P curve depends on many design
parameters in an actual LSI design, we assume that the
curve can be modeled by

where k and k′ are proportionality constants.
The F–P curve by Eq. (1) consists of two parts: the

left half is a straight line beginning at the origin, and the
right half is an algebraic curve of order γ. Both halves meet
at the point defined as frequency Fm, which is the highest
at the minimum operation voltage (Vmin) in the chip. In the
left half, the power is linearly proportional to frequency,
meaning that the operation voltage is constant. In the right
half, the operation voltage increases in accordance with
frequency showing a curve raised to the power γ. Though
there is no physical evidence that supports the use of Eq.
(1), from experience, we consider it accurate enough for
modeling a real LSI.

3. Discrete FVC

3.1. F–P relationship with discrete frequencies

The F–P relationship (1) assumes that F and V of a
CPU can be changed continuously. Implementing this fea-
ture requires a large and complicated circuit, and is not
practical in LSIs for commercial use. We thus assume that
the clock frequencies of the clock generator are defined
discretely, namely, F1, F2, and F3 in Fig. 2, and that the
corresponding minimum voltages are provided. Accord-
ingly, the F–P curve is represented by the dotted line in Fig.
2, that is, approximating the curve piecewise-linearly with
nodes at the defined frequencies [1, 2]. We can find out the
influence of the discrete frequency to power consumption
by evaluating the difference between the dotted line and the
original F–P curve. Below we demonstrate a sufficient
reduction in power consumption for discrete frequencies.

Suppose that a CPU requires the ideal minimum
operation frequency Fi to run a specific program. If the
frequency (and voltage) can be set arbitrarily, the program
can be executed with a power consumption Pi in Fig. 2. Pi

is the lowest power consumption to run the program. Under
the discrete frequency condition, the power consumption
corresponding to Fi increases to Pr which is on the dotted
line, because we can get a power reduction proportional to
the frequency decrease by realizing Fi on average with a
combination of F1 and F2. Thus, the relative power loss for
discrete frequencies with respect to the minimum powerFig. 1. Modeling of F–P relation.

(1)
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consumption for continuous frequencies can be obtained by
calculating the ratio of Pr to Pi.

3.2. Power loss estimation

We estimate realistic values for the power loss above
by introducing some more definitions. First, the highest
frequency F1 in Fig. 2 for the CPU is given a priori. Second,
we introduce a parameter β representing the ratio of adja-
cent frequencies such as F1/F2, F2/F3, and so on in the
power loss expressions.

3.2.1. Maximum power loss

As mentioned above, the discrete-frequency power
loss at a certain frequency Fi, which is relative to the
minimum value when frequency changes continuously,
equals Pr / Pi in Fig. 2. This value is calculated as follows:
If Fm is not in the span of the polygonal line (the case in
which Fi exists between F2 and F1 in Fig. 2), by substi-
tuting F1 and F2 in the expression for line AB, we get

As Pi equals kF i
γ, we substitute F2/Fi with α and F1/F2 with

β, to get

If Fm is in the span of the polygonal line (the case Fi exists
between F3 and F2 in Fig. 2), we have

where α = F3 /Fi, β = F2/F3, K = (Fm / F3)γ−1. In both
expressions, Fi is represented by the relative value α with
respect to F2 or F3. Equation (2a) represents the case where
Fm is in the lowest end of the interval in Eq. (2b), and thus
K = 1. We examine only Eq. (2b) hereafter.

As Eq. (2b) represents a power loss for a specific Fi,
its maximum value in the interval [F3, F2] is obtained by
analyzing the increase and decrease relative to a change in
Fi, that is, α in Eq. (2b). The domain of α is [1, β], which
corresponds to the domain of Fi of [F3, F2]. The maximum
value in this interval is obtained by differentiating Eq. (2b)
by α,

By substituting Eq. (3) in Eq. (2b), the maximum power
loss for a specific β and K is obtained.

3.2.2. Average power loss

In real applications, programs do not run with only
the Fi that gives the maximum power loss. We evaluate the
average power loss when a program is executed in frag-
ments (we call them slices) where various Fi exist.

Suppose that the CPU executes n program slices in
the considered time frame, and the minimum frequencies
for their executions are Fi (1), Fi (2), . . . , Fi (n), respectively.
The necessary power that completes the whole program is
the sum of the powers for each program slice, and the
average power loss is

The denominator denotes the power if the frequency can be
changed continuously, and the numerator denotes the sum
if discrete frequencies are to be used. If we assume n is large
enough and the Fi (.) are distributed uniformly in the inter-
val [F2, F1], the denominator corresponds to the hatched
area in Fig. 2 and the numerator to the trapezoid ABCD.
Thus, we can get the following:

The above equation is for the interval [F2, F1] in Fig. 2, and
the equation below is for [F3, F2]:

Fig. 2. Influence of discrete frequency.

(2a)

(2b)

(3)

(4)

(5a)

(5b)
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where ρ = F2/Fm. Equation (5a) is the case where Fm is at
the lower end of the interval, and this reduces to ρ = β.

That is the basic execution model for the FVC; it
divides a program’s execution into intervals (slices) and
reduces the CPU frequency for each interval according to
its required performance which has the effect of reducing
CPU power while preserving the execution performance as
a whole.

3.2.3. Examples of numerical result

(1) Fm fixed

Table 1 lists the calculated power loss in accordance
with β and γ of the F–P relation. In each column, the upper
row lists the average power loss from Eq. (5b), and the
lower row lists the maximum power loss from Eqs. (2b) and
(3). The number is the loss ratio: 0 means no power degra-
dation and 10 means 10% more power consumed than the
ideal value. Table 1(a) is for the case where Fm is not
contained in the evaluated interval, and Table 1(b) is where
Fm is contained in it. Typical values at “the junction point”
where Fm = (F2 + F3)/2 are also presented.

An experimental measurement on a real CPU yielded
approximately γ = 2.0. A frequency altering mechanism
enabled us to control the CPU easily and efficiently with β
= 2.0 meaning one-half of the maximum frequency. This is
considered to be a typical case. As shown in Table 1, in the
case of (a) with β = 2.0, for a typical example of γ = 2.0, the
average power loss is 7% and the maximum power loss is
13%. Although these values are a little worse in (b), the
average power loss remains 11%.

(2) Fm varies

Figure 3 shows the relative power loss when Fm

varies with β = F1/F2 set to 2.0. Fm is represented by the
parameter q:

q denotes the relative position of Fm in the frequency range
[F2, F1] under analysis. q = 0 is Fm = F2 and q = 1 is Fm =
F1, which means Fm is at either the lowest or highest end of
the interval, respectively. The relative power loss is 1.0, that
is, no loss, at q = 1. This shows that FVC has no effect
because the CPU must run at the minimum core voltage in
this frequency range.

As shown in the figure, power loss reaches a maxi-
mum at q = 0.3 to 0.4, and although a little worse than
typical, the maximum value should have no critical effect
on the LSI design around γ = 2.0, which is dominant in real
applications.

3.3. Design rule

Based on the above analysis and evaluation, we de-
veloped a design rule that determines F and V so as to get
the most appropriate power consumption according to the
operation frequencies the program requires.

For typical chips with γ = 2.0, Section 3.2.3 indicates
that the power loss against optimal reduction is around 10%
when two adjacent frequencies are determined at β = 2.
Consequently, one-half of the highest frequency and its
corresponding core voltage will be able to reduce the CPU
power consumption during program execution by about a
10% loss against the ideal case. If the core voltage can be
further reduced, the next frequency chosen is one-half of
the previous one (and the corresponding voltage). Dividing
by 2 determines the set of frequencies that realizes power
reduction of around 10% loss against the ideal case. The
rule for determining the frequencies is shown below.

In designing an FVC system when the highest fre-
quency F1 is given, the lower frequencies selected are

F2 = 1/2 F1, F3 = 1/4 F1, F4 = 1/8 F1, . . .

Fig. 3. Power loss estimation with Fm altered.

Table 1. Example value for power loss ratio
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Programs should be executed with these sets of fre-
quencies, which simulate ideal execution with the mini-
mum frequency Fi.

For actual chips, the F–P relationship is a straight
line through the origin in the range of V < Vmin as in Fig. 1.
The terminal frequency F = 0 and at least another frequency
are enough for the range. This means that if the selected
frequency by the rule above is lower than or equal to Fm, no
other frequencies are necessary and the application of the
rule terminates. FVC is possible with the frequencies ob-
tained by the rule so far. When there is time to spare for the
execution, the frequency should be 0. As the core voltage
of recent chips has become lower, it is more likely that the
rule will terminate at F2 = 1/2F1 because the voltage cannot
be lowered any further. In other words, a single frequency
should be enough for addition in practical circumstances.

The above discussion presumes the availability of the
0 frequency, that is, stopping a program execution with no
power consumption. For this purpose many CPUs have a
low-power mode such as standby or sleep which is equiva-
lent to halting the clock.

3.4. Application to real CPUs

We applied the design rule in the previous section to
actual CPUs.

(1) SH-Mobile [7]

Here, the highest operation frequency F1 and the
corresponding core voltage are 120 Mhz and 1.5 V, respec-
tively. γ is obtained as 1.9. The selected frequency F2 is 60
Mhz and the core voltage is 1.25 V according to the rule.
Although this voltage is outside of the operation guaranteed
range of the chip’s specification, the experiments showed
prompt operation at 1.25 V. We thus identified 1.25 V as
Vmin. As F2 = 60 Mhz is lower than Fm, the application of
the rule terminates. We get an FVC system with two fre-
quencies of 120 and 60 Mhz, and a “sleep mode” which
corresponds to F = 0.

(2) Crusoe [8, 9]

The Crusoe chip of Transmeta Corporation is the first
CPU with a built-in FVC function. It offers five to seven
frequency–voltage sets [8, 9]. We tested a five-set chip
(Table 2). F1 = 933 MHz and F2 = 467 MHz are required,
and the voltage for 467 MHz is 1.35 V. F2 does not reach
Fm, so F3 = F2/2 = 233 MHz is added. At F3, 0.9 V is the
lowest voltage, after which the process terminates. FVC can
be performed with three frequency–voltage sets (and sleep
mode).

4. System Application

4.1. Feedback FVC

We applied our design rule to an actual CPU and the
programs running on it. From the obtained frequency and
voltage set, the ideal frequency Fi corresponding to pro-
gram workload was approximated to realize a power reduc-
tion. We needed to know the workload information of the
program. As program workloads are altered dynamically,
the changes in frequencies are also dynamic. Accurate
predictions of workload thus have to be fed to the processor
in some way. Feedback FVC predicts program workloads
by comparing the actual elapsed time and the scheduled
time calculated beforehand on the basis of the program’s
real-time property [3].

For feedback FVC to work, we assume that the fol-
lowing about the program it controls is known:

(1) The deadline of the program completion
(2) The execution steps or time for program comple-

tion

The control shown in Fig. 4 for the MPEG decoder as an
example works under these conditions.

Suppose that the MPEG decoder starts decoding a
certain picture frame. The decoding process must end by
the time that frame is displayed (i.e., the deadline). To
complete a decoding, the initial setting and macro block
processing are necessary. A macro block (MB) is a 16 × 16
pixel subpartition of moving picture data. The QCIF image
for MPEG has 99 MBs. As the flowchart in Fig. 4 (left)
shows, the processing time is controlled with the check-
points placed in the initialization and at each start of 99 MB
processes. That is, each MB process is taken to be the slice
for FVC in Section 3.2.2. Figure 4 (right) shows the pro-
gress chart.

Given extremely heavy moving picture data, the de-
coder consumes the Worst Case Execution Time (WCET)
for all MBs, as shown by the double-dashed line in the

Table 2. Presumed frequency on Crusoe
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figure. The last MB is decoded at the rightmost position of
the diagonal. As can be seen, the decoding time does not
exceed the deadline. The system is designed so that the
whole process ends within the time frame, even in the worst
case. In most cases, the workload is not so heavy and the
process follows the thick line in the figure. Each decoding
process terminates before WCET; thus, the time margin
between the double-dashed line and the thick one can be
calculated when starting a decoding step. When the margin
is greater than WCET, the next step can use twice as much
time than usual without delaying the worst case for the
whole frame, and thus, we can judge that it is safe to drop
the operation frequency to 1/2. In the same way, when the
margin is twice, 3 times, . . . , n times larger than WCET,
the frequency can be dropped safely to 1/3, 1/4, . . . , 1/(n +
1). When the margin is small, on the other hand, the fre-
quency should be increased.

With this method, we can evaluate the progress of the
program against the worst case. When there is no time
margin, it is possible to raise the frequency in order to make
it on time for the schedule even in the worst case. The
frequency is controlled precisely by evaluating the time
margin from the elapsed time at that time. We call this
feedback control.

4.1.1. Application to MPEG-4 decoder

We implemented a prototype FVC system based on
the above design rule and evaluated its behavior. From the
result of Section 3.4(1), the operation uses 120 MHz/1.5 V
and 60 MHz/1.25 V. When there is still a time margin after
low-frequency operation, the CPU goes into sleep mode.
The target decoder is implemented only with software. The
checkpoints for the time margin are inserted into the initial-
izing process and each macro block process. The program
is divided into 100 slices. The time margin is estimated at
each slice and when the margin is large enough, the fre-

quency is set to Low; otherwise it is set High. The time
margin is calculated under the condition that the frame rate
of the moving pictures is 10 fps and WCET for the whole
frame is 100 ms.

When a typical MPEG-4 moving picture stream (av-
erage workload: 31.0%) is input, the system behaves as in
Table 3. Here, the average workload is relative to the
maximum performance of the CPU needed to properly
decode the pictures. In the table, 10 out of 71 moving
picture frames, for example, can be decoded using around
10 to 20% of the CPU’s performance. In these frames, the
frequency changes once on average. 8.76% of the running
time is in High operation (120 MHz/1.5 V), 26.06% is in
Low (60 MHz/1.25 V), and 65.18% is in sleep mode. The
relative power in the bottom line is calculated by multiply-
ing the ratio of the mode and its appearance probability. The
power consumption is calculated to be 26%. In this simu-
lation of 71-frame data, we calculated the ratio by assuming

Fig. 4. Decoding process of MPEG-4.

Table 3. Simulated power reduction
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that Low operation consumes one-third of the power of
High operation and that zero power is consumed in sleep
mode.

4.2. Application to MP3 decoder

We also verified the effect of FVC on MP3 by install-
ing almost the same process as for MPEG-4. While the
macro blocks were the basis for the slices in the MPEG-4,
we chose MP3’s starting point for L/R channels and the
granule processes to insert the checkpoints. There were
eight slices. As in the MPEG-4 case, frequency and voltage
were set to 120 MHz/1.5 V and 60 MHz/1.25 V. When there
was enough time margin, the CPU would go into sleep
mode.

The calculation of the time margin and the judgment
were the same as in the MPEG-4 case. The workload for
MP3 is low (around 20%), and its fluctuation is smaller than
in MPEG-4. The difference between maximum and mini-
mum workload is 3:2 in our trial data. We set WCET for the
whole frame as 26 ms, considering one frame of sound
output.

The power evaluation was done with the trace data
from the experiment described in the following section.
Table 4 shows data for 199 sound output frames. Most of
the frames (86%) change frequency and voltage only once
in the frame. From those data, the power consumption for
MP3 was calculated to have been reduced to 15.3% com-
pared with that without FVC.

4.3. Experimental results

As the target system of an implementation of FVC,
we used the system board (SolutionEngine) embedded with
Hitachi’s SH-Mobile1 and configured the system in Fig. 5.
In the figure, 1 shows a core voltage change circuit offering
two voltages. The frequencies are changed by modifying
the ratio of the PLL output. The controlled frequencies were
the maximum one and half of it (120 MHz/60 MHz), and
the voltages were the lowest ones (1.5 V/1.25 V) that could
sustain those frequencies. System calls to set the frequency
and voltage cooperatively were implemented as

SetFV_Low (1/2 frequency) and SetFV_High (maximum
frequency) in 2. The MPEG-4 video decoder and the MP3
decoder were executed synchronously on µITRON. The
“decide power control” point of 3 in Fig. 5 corresponds to
the checkpoint in Fig. 4.

The number of F and V changes in 188 MPEG-4
frames is shown in Table 5(a). For a moving picture decode
of Sub-QCIF at 10 fps, 74% of the frames change F and V
once. Most of the execution is in Low mode. There are
frames that change F and V more than 10 times. After
running at low frequency, if the time margin is not large
enough, the feedback control increases the frequency.
When the workload is around 50%, this process can be
repeated because a single Low mode execution would not
leave a large enough time margin. The number of F and V
changes in MP3 199 frames is shown in Table 5(b). In MP3,
a single F and V change is enough for most of the frames,
and the change takes place in the second frame. Indeed,
execution at 60 Mhz is enough for this decoder.

Figure 6 shows the waveforms of voltage and current
during moving picture and sound decoding. Average power
consumption with FVC [in (b)] is 65 mW, which is a
reduction to 28% compared with that of 230 Mw without
FVC [in (a)].

4.4. Cool-Start method

So far, we have assumed that the initial fre-
quency/voltage is in High mode at the beginning of each

Table 4. Simulated power reduction by trace data

Fig. 5. System architecture.

Table 5. No. of FV changes in frame execution

45



frame of MPEG-4 and MP3. If the CPU’s frequency is high
enough for the estimated workload (by 10% as shown
below), we can start each frame in Low mode (i.e., “Cool-
Start”). Assuming that each slice executes in the same time,
if the FVC has a 1% larger margin for MPEG-4 or 13% for
MP3 in the FVC, execution within WCET is guaranteed by
the feedback control after the second slice. MP3 in our
experiment always runs in Low mode using this control.
Supposing that the power consumption in Low mode is
one-third of High mode, MP3 gets a 5.9% power reduction
over that without Cool-Start.

Table 5 shows that the first F and V change in a
frame occurs at the 19th slice on average. If Cool-Start
reduces this by one slice, we can expect a 1.4% power
reduction supposing that only one F and V change is domi-
nant. Cool-Start is an efficient method if the number of
slices is small as it is in MP3.

5. Conclusion

We have developed a frequency selection rule for our
FVC by performing an analytical power loss estimation.
Based on the result, we found that the set of frequencies
provided by the one-half rule is sufficient for practical
purposes. In addition, we clarified the termination condi-
tion for applying the steps of the one-half rule. We have also
shown for recent low-voltage chips that the addition of only
one voltage corresponding to one-half of the maximum
frequency is sufficient because a narrower voltage range
does not allow us to decrease the voltage further.

We have implemented an FVC system for MPEG-4
and MP3 based on the rule. Both simulation and actual
executions showed that the power consumption of an
MPEG-4 decoder could be reduced to 26% and that the
power consumption of synchronously running MPEG-4

and MP3 moving picture/sound decoders could be reduced
to 28% overall. This indicates the FVC is practically effi-
cient.
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