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SUMMARY This paper describes a non-contact and noise-tolerant heart rate monitoring system using a 24-GHz microwave Doppler sensor. The microwave Doppler sensor placed at some distance from the user's chest detects the small vibrations of the body surface due to the heartbeats. The objective of this work is to detect the instantaneous heart rate (IHR) using this non-contact system in a car, because the possible application of the proposed system is a driver health monitoring based on heart rate variability analysis. IHR can contribute to preventing heart-triggered disasters and to detect mental stress state. However, the Doppler sensor system is very sensitive and it can be easily contaminated by motion artifacts and road noise especially while driving. To address this problem, time-frequency analysis using the parametric method and template matching method are employed. Measurement results show that the Doppler sensor, which is pasted on the clothing surface, can successfully extract the heart rate through clothes. The proposed method achieves 13.1-ms RMS error in IHR measurements conducted on 11 subjects in a car on an ordinary road.
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1. Introduction

The aging population in developed countries in recent years demands urgency of efforts to reduce health care costs. Prevention of lifestyle-related diseases including heart diseases such as myocardial infarction can be achieved through early detection and proper treatment. Preventing lifestyle-related diseases can be done by constantly monitoring physiological information. We specifically examined instantaneous heart rate (IHR) information, which is particularly important for human beings. The IHR and heart rate variability are useful indices for cardiac disease detection, stress monitoring, active mass monitoring, and so on.

Heart attack during driving has been a social problem because it causes serious accident. The number of patients with cardiovascular disease increases with progress of an aging society. Therefore, this paper focuses on the IHR monitoring in a car using a wearable sensor.

Electrocardiography (ECG), the standard method of heart rate measurement, can be done even in daily life using a traditional Holter monitor or a wearable ECG sensor [1]–[3]. Photoplethysmogram (PPG) sensor is also used for monitoring in daily life [4], [5]. As shown in Fig. 1, the IHR is obtained from the peak interval of heartbeat contained in ECG or PPG.

However, because all entail physical burdens, they present the problem that they are unsuitable for constant monitoring of physiological information. Although, a lot of wearable sensor devices have been developed for ECG and heart rate measurement, these systems require pasting of wet electrodes directly onto the skin and thus poor usability. Therefore, the motivation of this work is non-contact IHR monitoring.

To realize remote heart rate monitoring, microwave Doppler sensors [6]–[12] were proposed to detect the heart velocity. Imaging-based methods using the color change of the face, which indicates the pulse beat, have also been proposed [13]. Although these methods present severe noise contamination problems, the heart rate can be detected without direct skin contact. For this work, we chose a 24-GHz microwave Doppler sensor as the remote heart rate monitor, because it has enough time resolution to detect IHR.

The microwave Doppler sensor can detect heartbeats from the imperceptible vibration of the human body surface caused by cardiac vibration. Unfortunately, the microwave Doppler sensor is very sensitive and it can be easily contaminated by body motion artifacts. A road noise also becomes a serious problem while driving. To prevent these...
problems, time-frequency domain analysis using AR model based method and template matching method are introduced in this work. In a preliminary work [14], we reported that time frequency analysis is effective against noise contamination. This paper presents additional details of implementation and performance evaluation results. The proposed system is evaluated in a car while driving on an ordinary road, whereas the preliminary work described on a basic evaluation in the laboratory.

This paper is structured as follows. Section 2 of this report explains how the microwave Doppler sensor detect the heartbeat, and the influence of the noise contamination. The time-frequency analysis method and detailed analysis of heart rate components with microwave Doppler sensor are described in Sect. 3. The influence of individual differences on the proposed system and a template matching method to extract IHR are also described in Sect. 3. Section 4 provides experimental results. Finally, conclusions are presented in Sect. 5.

2. Heartbeat Measurement Using Microwave Doppler Sensor

2.1 Principle of Microwave Doppler Sensor

When a radio wave is irradiated to an object, its reflected wave has a frequency shifted according to the velocity of the object. This phenomenon is known as the Doppler Effect.

Heartbeat causes minute fluctuations on the body surface. Therefore, they are visible by irradiating microwaves to the body chest because the reflected waves include a frequency shift caused by the Doppler Effect according to the velocity of the chest surface. The heart rate can also be estimated by the time interval of a slight frequency deviation caused by the pulsation. However, because the fluctuation of the chest surface is slight, high temporal resolution and spatial resolution must be used to observe the variation. In this study, a 24-GHz microwave Doppler sensor is used because the higher transmission frequency produces higher resolution.

Figure 2 shows the measured example of the microwave Doppler sensor. Then, the distance between the sensor and a subject is set to 30 cm. As presented in Fig. 2, the microwave Doppler sensor outputs Doppler waves \( I(t) \) and \( Q(t) \) by mixing a transmission wave \( TS(t) \) and a received wave \( RS(t) \). In this work, we employ a 24-GHz microwave sensor; only \( I(t) \) is used to detect the heart beat. \( I(t) \) can be derived from the following equation:

\[
I(t) = \frac{AA'}{2} \sin \left( \frac{2V}{\lambda} \times 2\pi t \right).
\]

(1)

Here \( A, A', \lambda, \) and \( V \) respectively denote the transmitted wave amplitude, the received wave amplitude, the transmitted wave wavelength, and the target object velocity (m/s). The difference between \( Q(t) \) and \( I(t) \) is \( \pi/2 \) phase delay. Although it is useful for direction estimation, only \( I(t) \) is required in our system to detect the heart rate. When the microwave is irradiated to the chest of a subject in a resting condition, the Doppler wave \( I(t) \) includes information of the heart beat velocity. Therefore, the heart rate is obtainable from the Doppler wave \( I(t) \).

2.2 Body Motion Artifact

When the subject is not at rest, it is difficult to detect the heart beat correctly using the time domain analysis. When the subject moves, the Doppler wave \( I(t) \) is contaminated by the velocity of the human body motion, as depicted in Fig. 3. We designate this noise as a body motion artifact. If the \( I(t) \) includes both the velocity of the human body motion \( W \) and the velocity of the heart beat \( V \), then it can be explained as shown below.

\[
I(t) = \frac{AA_1'}{2} \sin \left( \frac{2W}{\lambda} \times 2\pi t \right) + \frac{AA_2'}{2} \sin \left( \frac{2(W + V)}{\lambda} \times 2\pi t \right).
\]

(2)

If the body motion velocity component \( W \) is contained in the Doppler sensor output, then heartbeat components are buried in noise and it is difficult to extract IHR in time domain as depicted in Fig. 3. However, the heartbeat component
V is also included as frequency information as shown in (2). Therefore, by performing frequency analysis, heartbeat component V and the body motion noise component W can be confirmed separately. In the following section, this report describes our examination of algorithms and the effects of parameters on frequency analysis.

3. Time-Frequency Analysis for IHR Extraction from Noisy Doppler Sensor Output

Because Doppler waves include noise caused by body motion and sensor vibration, it is difficult to detect pulsation on the time axis as shown in Fig. 3. For this study, we perform time–frequency analysis to extract feature quantities on the frequency axis to extract the heartbeat component from noisy sensor output.

3.1 Burg’s Method

The shifted frequency of the Doppler wave caused by the pulsation is several hertz to several tens of hertz. Furthermore, to detect heartbeat information accurately for feature extraction, 100 ms or better time resolution is necessary because the heartbeat has short time duration. However, with FFT that is generally used in heart rate variability analysis, it is difficult to observe heart rate components having a window length of 100 ms. Therefore, we introduce an autoregressive (AR) model-based frequency analysis, which is superior for analysis of short time data. In addition, the Burg’s method is used for parameter estimation of the AR model [15], [16]. Frequency analysis by the Burg’s method achieves higher frequency resolution than FFT when the window length is short.

Two approaches are used for frequency analysis. Non-parametric methods produce direct power spectral density (PSD) estimate from the input signals, similarly to a fast Fourier transform (FFT). A salient benefit of this approach is that the estimated PSD is accurate. However, it requires longer input data length to maintain the frequency resolution. To obtain the IHR, a spectrogram with fine time resolution is needed. Although it can be generated from short length data, the short input data length degrades the frequency resolution. Consequently, the input data length and frequency resolution in the non-parametric methods have a tradeoff relation. The PSDs from the short-term time frequency analysis must be used to acquire the IHR. Therefore, non-parametric methods are unsuitable.

In contrast, a parametric method models the input signal as an output of white noise passed through a particular linear system (filter). Therefore, this linear system can estimate the input signal PSD. To provide frequency analysis at a higher resolution from few data, we use the parametric method.

PSD estimation is represented as the following equation.

\[
P(f) = \frac{1}{F_s} \frac{\sigma^2}{\left| 1 - \sum_{i=1}^{M} a_i e^{-j2\pi if/F_s} \right|^2}
\]  

(3)

Here, \(F_s\), \(\sigma^2\), \(a\), and \(M\) respectively denote the sampling frequency, the expected value of the product of white noise of different times, the linear system parameter, and the order of the linear model. Bold letters denote column vectors. There are four kinds of estimation methods for this parameter; Yule-Walker AR, Burg, covariance and modified covariance method. For this study, we use Burg’s method to estimate the linear system parameters. Burg’s method can give higher resolution of the PSD estimate for short data than the Yule Walker AR method. Moreover, it always generates a stable model. Therefore, the measured Doppler sensor output can be separated in short windows to calculate the PSD.

3.2 Parameter Determination for Burg’s Method

To obtain the accurate PSD with reasonable processing time, parameters of Burg’s method should be optimized for this application. Both of the time resolution and the frequency resolution are affected by the window length, because it affects to the accuracy of the linear system parameter \(a\) in (3). The sampling frequency also affects to the accuracy because of the quantization error.

To determine the optimal order \(M\), we use Akaike information criterion (AIC) [17] for order determination in this study. It prepares the candidates of a model that has different order, and determines the maximum log-likelihood. Then, as a correct model, it adopts a model having the largest maximum log-likelihood. However, if the order is larger, then a maximum log-likelihood also tends to increase. Therefore, in AIC, a model with large order has little likelihood of being chosen because of a penalty for large orders. AIC can be expressed as the following equation.

\[
AIC = -2(\text{Maximum log – likelihood}) + 2(\text{degree of freedom of parameter})
\]

(4)

The degrees of freedom of the model parameters tend to be numerous in the higher order models. Therefore, the order with the smallest AIC is the optimal order. For this study, we use the following equation to calculate optimal order \(M\).

\[
AIC_i = \left( N - 2\sqrt{N} \right) \left( \log 2\pi + 1 + \log E \right) + 2(i + 1)
\]

(5)

\[
M = \min_{1 \leq i \leq N-2\sqrt{N}} AIC_i
\]

(6)

In (5) and (6), \(N\) and \(E\) respectively denote the length of input data and the residual variance of the model calculated using Burg’s method. As shown in (6), \(i\) which minimize \(AIC_i\) in (5) is used as an optimal model order. This AIC might vary according to the window width. As described in this paper, we compare the \(M\) of AIC with the maximum \(M\) of the window width.

Window length \(N\), sampling frequency \(F_s\), and model order \(M\) are evaluated in Sect. 4 using measured data.
3.3 Analysis Results of Measured Data

Figure 4 presents an example of PSD calculated by Burg’s method. The time domain waveform of this data was shown in Fig. 3. In Fig. 4(b), the average velocity of body motion is simultaneously measured by range imagery. The result shows that the heartbeat components are still remaining even if large body motion artifacts are included.

Figure 5 presents a comparison of the ECG (a) and Doppler wave (b) including the heartbeat. Then, a pasted type ECG sensor [18] is used to record the ECG signal simultaneously with a microwave Doppler sensor. Figure 5(c) shows the PSD calculated from Doppler wave. As results showed, the Doppler wave can measure heartbeat components accurately, and it includes the heart contraction and expansion. The signal appearing in the frequency band of 40–50 Hz is environmental noise.

3.4 IHR Extraction Using Template Matching

Figures 4 and 5 show that the PSD calculated by Burg’s method contains enough information to extract IHR. However, there are individual differences in the frequency characteristics of the heartbeat component, and it is difficult to predetermine the center frequency for IHR extraction. Thus in this research, we introduce a method to obtain IHR in time frequency domain by template matching.

Our earlier report [1] proposed an autocorrelation and a template matching method used to extract the IHR from a noisy electrocardiogram. The peak of the coefficients is appearing regularly. We can calculate the IHR from the peak coefficient intervals. In the previous work, template matching is used in one-dimension of the time domain. However, in the time-frequency domain analysis, it is difficult to decide the target frequency because the verbosity of the heart beat has different characteristics individually. It is affected by clothing, body type, and positional relation between the sensor and subjects. Therefore, this study expands this algorithm to two dimensions of the time-frequency domain. The calculation of the correlation coefficient $CC$ between a template data and PSD at time $t$ is expanded as following.

$$CC[t] = \frac{1}{L_{\text{win}} - 1} \sum_{i=1}^{L_{\text{win}}} \sum_{f=1}^{F} TM[i][f] \cdot PSD[t + i][f]$$

Therein, $L_{\text{win}}$, $F$, $TM$ and $PSD$ respectively denote the window width, the upper limit of the frequency range, the generated template, and the PSD of Doppler sensor output. In this work, the window width and the frequency range were determined empirically as 0.5 s and 50 Hz.

4. Performance Evaluation

The performance of the IHR extraction is evaluated using measured Doppler sensor output.

We used a Doppler sensor (NJR4233D; New Japan Radio Co. Ltd.) for this experiment. Then, an ECG sensor is used as a reference sensor [18], which obtain an accurate heart rate with 1-kHz sampling rate for validation.

We calculated the root mean square (RMS) error between the reference sensor’s IHR and that obtained using the proposed method. The computing time was also evaluated using Matlab 2015b (The MathWorks Inc.) running on a personal computer (3.6 GHz core i7 processor by Intel Corp. and 8 GByte working memory).

The RMS error was calculated as shown below.
RMS error = \sqrt{\frac{\sum_{n=1}^{N} (R_{IHR_n} - P_{IHR_n})^2}{N}} (8)

In that equation, \(N\), \(R_{IHR_n}\), and \(P_{IHR_n}\) respectively denote the number of data of the IHR, the IHR value obtained using the reference sensor, and the value obtained using the proposed method.

4.1 Evaluation in Indoor Environment

First, we evaluated the effects of the parameters of window width \(N\), sampling frequency \(F_s\), order \(M\), and the distance between the Doppler sensor and the subject. Here, the evaluation is conducted in indoor environment, which was conducted in our ordinary laboratory, not in a shielded room. The experimental setup is shown in Fig. 6. The heart rates for four men aged 22–23 were calculated. The duration of each measured data is 60 s for each subject.

Figures 7–9 respectively show the evaluation results of the sampling frequency, the window width, and the distance between the sensor and subjects. The RMS error and the processing time are affected by these parameters. We compared the RMS error performance with those reported in the literature [19] for another heart rate extraction system using an ultra-wide band Doppler sensor. Its RMS error was 5.1 ms, but its sample frequency and processing time are unknown.

Figures 7 and 8 show that the processing time and the RMS error between the reference sensor output and calculated IHR. Then, the distance between the sensor and subjects is set to 50-cm.

In Fig. 7, the sampling frequency is swept from 100 Hz to 1 kHz. The window length is set to 100 ms in this evaluation. The conventional 1-dimensional template matching is conducted with three kinds of target frequency; 30, 40, and 50 Hz. The proposed 2-dimensional template matching always improves its RMS error compared with 1-dimension template matching. The AIC can reduce the processing time of the 2-dimensional template matching, it is about 29.7% at 800 Hz sampling frequency. When the sampling rate is higher than 200 Hz, there is only 0.63 ms RMS error difference regardless of AIC in the 2-dimensional template matching.

In Fig. 8, the window length is swept from 50 ms to 750 ms. The sampling rate is set to 1 kHz. Although the processing time is proportionally increased according to the window length, the RMS error has optimal point. A minimum RMS error is 4.5 ms in this evaluation with 100-ms window length.

Finally, we evaluated the effect of the distance between the sensor device and subjects as shown in Fig. 9. The dis-
4.2 Evaluation in a Car

Next, measurement experiments were carried out in the car while driving. Figure 10 shows the experimental setup. When the antenna is separated from the human body, the vibration of the vehicle is measured by irregular reflection of radio waves in the vehicle. Therefore, in this study, we assumed that the sensor is attached to the seat belt. A smaller size antenna compared to indoor experiment was used.

To evaluate the performance of the proposed method, we measured 11 participants: 9 men and 2 women who were 22–36 years old. Figures 11 and 12 respectively show the absolute error of extracted IHR, and Bland Altman plot. The evaluation is conducted using measured data for 1 minute each while driving and stopping. Table 1 shows RMS error (RMSE), absolute error (AE) and average driving speed of each subjects. As shown in this result, the proposed method achieved 13.1-ms RMS error while driving. The mean values of RMSE and AE during driving are 15.397 ms and 11.891 ms with 2 women subjects, and 12.602 ms and 9.167 ms with 9 men subjects, respectively. Some subjects have large error during stopping than during driving, because it is affected by outliers caused by sudden errors such as body movements. The influence of such errors sometimes larger than the influence of driving, because we evaluated beat-by-beat intervals instead of average heart beat interval.

In Figs. 11 and 12, conventional heart rate extraction performance shown in prior work [20] is plotted as Conv., which embedded a microwave Doppler sensor on a seat in the car. The frequency analysis based on MUSIC method is used in the conventional method, and the heart rate is calculated from the peak of PSD from 1-minute window width. The proposed method achieves 63% smaller absolute error with better 95% prediction interval in Bland-Altman plot. Furthermore, the result of conventional method is average heart rate with in 1 minute and it is not suitable for heart

![Fig. 10](image) Experimental setup in car.

![Fig. 11](image) Absolute error of extracted IHR while (a) driving and (b) Idling state. Each evaluation used 1-minute duration measured data. Conv. shows the conventional work [20].

![Fig. 12](image) Bland-Altman plot of all subjects while (a) driving and (b) Idling state. Conv. shows the conventional work [20].

<table>
<thead>
<tr>
<th>Subject</th>
<th>Driving</th>
<th>Stopping</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE [ms]</td>
<td>AE [ms]</td>
</tr>
<tr>
<td>1</td>
<td>3.996</td>
<td>3.180</td>
</tr>
<tr>
<td>2</td>
<td>11.622</td>
<td>8.745</td>
</tr>
<tr>
<td>3</td>
<td>9.992</td>
<td>7.741</td>
</tr>
<tr>
<td>4</td>
<td>14.048</td>
<td>10.448</td>
</tr>
<tr>
<td>5</td>
<td>8.446</td>
<td>6.001</td>
</tr>
<tr>
<td>6</td>
<td>17.331</td>
<td>13.783</td>
</tr>
<tr>
<td>7</td>
<td>18.176</td>
<td>11.991</td>
</tr>
<tr>
<td>8</td>
<td>17.458</td>
<td>13.759</td>
</tr>
<tr>
<td>9</td>
<td>16.474</td>
<td>10.627</td>
</tr>
<tr>
<td>10</td>
<td>13.337</td>
<td>10.023</td>
</tr>
<tr>
<td>11</td>
<td>13.333</td>
<td>9.989</td>
</tr>
<tr>
<td>Ave.</td>
<td>13.110</td>
<td>9.662</td>
</tr>
</tbody>
</table>
Fig. 13 Example of extracted IHR and driving speed while driving. The correlation coefficient in template matching is shown on the Z axis of the graph of IHR. The brighter color indicates stronger correlation. In addition, the IHR extracted from the reference sensor (ECG) is superimposed.

Fig. 14 Example of extracted IHR and driving speed during acceleration and deceleration. The correlation coefficient in template matching is shown on the Z axis of the graph of IHR. The brighter color indicates stronger correlation. In addition, the IHR extracted from the reference sensor (ECG) is superimposed.

rate variability monitoring. On the other hand, the proposed method shows higher accuracy, although it is evaluated with IHR per beat.

Figures 13 and 14 shows the extraction result of IHR of subject 1 for a longer period. As shown in these graphs, the IHR is correctly extracted even in during acceleration and deceleration.

Finally, we compare the accuracy of the proposed method to prior works. In literatures [20] and [21], 24-GHz microwave Doppler sensor is used to detect the heartbeat. In literature [20], it achieves 2.85-bpm AE, and its ±1.96SD are +5.64 ms and −1.98 ms with 1 subject in a car. In literature [21], 3.57-bpm AE at sitting condition and 4.06-bpm AE while typing a laptop are achieved with 5 subjects in a room. Compared with these results, the proposed method achieves smaller AE and ±1.96SD error with 11 subjects in the car. Note that the accuracy of the proposed method is evaluated by IHR from beat-by-beat intervals, although the prior works evaluated the average heart rate.

In literature [22], the accuracy of beat-by-beat interval measured by PPG sensor is discussed by comparing with ECG, and its error is almost same or larger than the proposed method. Furthermore, the influence of errors due to PPG sensor on heart rate variability analysis has been evaluated in literature [23], and the result show that the error can be accepted by removing unreliable section. Therefore, the accuracy of the proposed method is acceptable for practical applications.

5. Conclusion

To realize non-contact IHR monitoring, this paper investigated a time-frequency analysis method for microwave Doppler sensors. To clarify the performance of the proposed system, the effect of the AR model order, the window width, the sampling rate, and the distance between the Doppler sensor and subjects was evaluated with measurement data. The proposed method using time-frequency analysis and 2-dimensional template matching achieved 4.50-ms RMS error with 50-cm distance. Furthermore, the proposed method was evaluated in a car while driving with 11 subjects sitting in the passenger’s seat. The evaluation results show that the proposed method can achieve 13.1 ms absolute error while driving on the ordinary road.

As a matter left for examinations in future work, body motion of the subject should be extracted from the same Doppler sensor and another filtering method. Stress and sleeping conditions can be examined by measuring both the IHR and the breathing of the subject. Possible applications can be extended to sleep state measurement, and early detection of heart disease.
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